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Abstract. Let r be a positive integer. Consider r-regular graphs in which no induced subgraph on 
four vertices is an independent pair of edges. The number v of vertices in such a graph does not 
exceed 5r/2; this proves a conjecture of Bermond. More generally, it is conjectured that if v > 2r, 
then the ratio v/r must be a rational number of the form 2 + 1/(2k). This is proved for v/r > 21 _ ~ .  
The extremal graphs and many other classes of these graphs are described and characterized. 

1. Introduction 

A graph G is H-free if it has no copy of H as an induced subgraph, where H is a 
fixed graph. We say that  an H-free graph  avoids H. Let 2K 2 be the 4-vertex graph 
consisting of  two non-incident  edges. We consider the class Gr of all r-regular 
2K2-free graphs. We refer to a graph in Gr as a G,-graph (or a graph in G = U Gr 
as a G-graph). Our  interest in G-graphs  arose from a design problem for inter- 
connect ion networks: maximize the number  of  vertices in a hypergraph of diameter 
2 in which every edge has size r and every vertex has degree 2 (the edges and vertices 
of  the hypergraph become the vertices and edges of  the derived Gr-graph). We refer 
the reader to the survey paper  [1] for a discussion of  problems of  similar type and 
an extensive bibliography. The more  recent article I-2] also explains the origin of  
the problem. 

There are two ways to view this problem: extremally and structurally. When  H 
is forbidden to occur as any subgraph of  an n-vertex graph (not only as an induced 
subgraph), the problem of maximizing the number  of  edges is a classical problem 
of extremal graph  theory. The appropr ia te  analogue for H-free graphs is to maxi- 
mize the number  of  edges in a connected H-free graph subject to a bound  on the 
max imum degree, since when H is not  complete a complete graph is H-free. This 
general problem is shown in [4] to be nontrivial  precisely when H is a disjoint 
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union of paths. It is solved there for the 4-vertex path, and it is solved in [3] for 
H = 2K 2. 

The structural motivation carries on a long tradition of characterizing graphs 
with various forbidden subgraphs or forbidden induced subgraphs; here we add the 
requirement of regularity. The reason for requiring the number of vertices to exceed 
twice the degree is that smaller graphs are relatively dense and likely to avoid 2K2. 
When the number of vertices exceeds 2r, many structural properties emerge and 
restrict the possibilities for G-graphs, so that we may hope to characterize these. 
This structural investigation arose from our examination of the following extremal 
conjecture of J.-C. Bermond: 

Conjecture 0. A G,-graph has at most 5r/2 vertices. 

Our paper begins with a short proof of this conjecture. During the three-year 
period in which this paper was being refereed, a stronger and more difficult result 
was proved by Chung, Gyfirf~s, Tuza, and Trotter [3]; a 2K2-free graph with 
maximum degree at most r has at most 5r2/4 edges. Hence the main focus of our 
paper is the structure of G-graphs, including partial proofs of the stronger conjec- 
tures given below. We will completely describe all Gr-graphs with at least 21r/10 
vertices. Conjecture 0 follows from the initial steps in this direction; meanwhile, the 
known examples of G,-graphs suggest a stronger conjecture: 

Conjecture 1. If G is a Gr-graph on v vertices, then r is even and v/r is a rational 
number of the form 2 + 1/(2k). 

The following construction by R.L. Graham provides G-graphs with the ratios 
v/r = 2 + l/(2k). 

Example I. Let k > 1. Define a graph G~ on 4k + 1 vertices as follows. The vertices 
of G k are the integers 0, 1 . . . . .  4k, space equally around a circle. A vertex i is joined 
to each of the 2k vertices at distance more than k from it around the circle; i.e., i, j 
are neighbors when [i - jJ > kmod(4k + 1). Suppose a, b, c, d (in that cyclic order) 
induce 2K 2 in G k. A short case argument shows that the edges must be ac and bd 
(crossing), but then the 4 non-edges require the cyclic traversal of a, b, c, d to cover 
4k + 1 positions by traversing at most k positions in each of 4 steps. Hence Gk is a 
G2k-graph, and v/r = 2 + 1/(2k). Note that G1 is the 5-cycle C5. []  

The next construction is an easy way to generate additional G-graphs. 

Example 2. Let G be a Gr-graph on v vertices. Given p > 1, let G p denote the graph 
obtained by replacing each vertex x in G by a set l(x) of p independent vertices. An 
edge xy in G becomes a complete bipartite graph with partite sets I(x) and I(y) in G p. 
Being pr-i'egular and 2Kz-free, G p is a Gpr-graph. Since G p has vp vertices, the 
vertex/degree ratio is the same for G p as for G. We call G p the p-fold expansion of 
G. This is a special case of what is commonly called the lexicographic product G[H], 
in which each vertex of G is expanded into a copy of H; here H is an independent 
set of size p. []  

Ideally, we would like to characterize G-graphs by providing a finite collection 
of "primitive" classes of G-graphs from which all G-graphs can be built using a 
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collection of operations such as expansion. We will present several such classes and 
another operation for building G-graphs from smaller ones. The variety of G- 
graphs is surprisingly rich. Nevertheless, all evidence presently available supports 
a descriptive statement even stronger than Conjecture 1. Indeed, proving Conjec- 
ture 2 seems the most likely way to prove Conjecture 1. 

Conjecture 2. Every Gr-graph on 2r + q vertices is the q-fold expansion of a Gr/q- 
graph on 2r/q + 1 vertices. 

The example of C~ shows that Conjecture 0 is best possible for all even r. We 
will develop many structural properties of G-graphs that enable us to describe all 
Gr-graphs with at least 21r/10 vertices. This yields a proof that C~ is the unique 
extremal graph (for r even) and a partial proof of Conjectures 1 and 2: 

Theorem 1. I f  a Gr-graph G has v = 2r + q >__ 21r/10 vertices, then v/r ~ {2 + 1/(2k): 
1 <__ k <_ 5}, and G is the q-fold expansion of a Gr/q-graph on 2r/q + 1 vertices: 

Indeed, our structural results culminate at Theorem 19 with a proof  that the 
G-graphs with v/r >_ ~oo are expansions of exactly 7 basic graphs. 

We adopt  several notational conveniences. Let V = V(G) and E = E(G) denote 
the vertex and edge sets of a finite simple graph G. If U, W are disjoint subsets of 
V, let e(U) be the number  of edges with both ends in U, and let e(U, W) be the 
number of edges joining U and W. For  vertices x, y ~ V, let x ~ y denote adjacency, 
and let x II y denote nonadjacency. We choose this notation due to its easy extension 
to sets of vertices. We write x ~ A when x ~ a for all a s A and analogously define 
xllA, A ~--~ B, and AlIB. 

Let xy denote the edge between x and y when x ~ y. For  x ~ V(G), let N(x) = 
{y: x*--~y} denote the neighbor set of x. The degree of x is d(x) = ]N(x)I, with the 
degree of a regular graph being the common degree of its vertices. Let N(x) = {y: 
x IlY} denote the non-neighbor set of x; this includes x. It is convenient to define 
N(S) --- n ,~sN(u),  so that x E N(S) and x ~ S are equivalent (this differs from the 
more common usage of N(S) for U,~sN(u)). Similarly, let ]V(S) = n,~sN(u),  and 
define N(SI T) = N(S) N N(T). We extend the degree notation analogously: d(S) = 
I N(S)I and d(SI T) = IN(S[ T) I. We drop set brackets where no confusion arises; for 
example, N(abluz) = N(a) N N(b) N N(u) N N(z) and S - x = S - {x}. Finally, mo- 
tivated by Conjecture 2 and the operation of expansion, we say that vertices with 
identical neighborhoods are equivalent, and we use ( u )  = {x e V: N(x) = N(u)} to 
denote the equivalence class of u. 

Due to the frequency and variety of its use, we do not explicitly state the 
condition that a G-graph is 2Kz-free when we invoke it. Instead, we use stereotypic 
statements, indicated by the use o f "&"  and the verb "force". We may say "a ~ b & 
c ~ d force a ~ d" when we know a l] c, b II c, and b II d, or "a ~ b & c ~ d force 
d ~ N(a) U N(b)" when we know c [] {a, b}, or "a ~ b forces U independent" when we 
know U c :~(ab). This convention becomes particularly useful when we apply it to 
sets of vertices, as in "w ~ z & y ~ S force w ~ S." 

A triangle in a graph is a pairwise-adjacent triple of vertices or the subgraph 
they induce. In section 2 we characterize the triangle-free G-graphs. For  other 
G-graphs, section 3 proves the existence of a "dominating triangle," meaning a 
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triangle having a neighbor of every vertex. The results in Section 3 suffice to prove 
Conjecture 0. Section 4 considers the structural consequences of edges not in 
triangles. Sections 5-6  show that all G-graphs have edges not on triangles and 
obtain other structural properties. In sections 7-9, these are applied to bound the 
size of G-graphs of various types. 

2. Triangle-free G-Graphs 

We begin with two elementary observations. 

Lemma 1. Let  I be an independent set o f  vertices in a 2K2-free graph. For any pair 
x, y o f  non-adjacent vertices, the sets N (x) N I and N(y) n I are ordered by inclusion. 

Lemma 2. For any ordered pair 11, 12 o f  independent sets in a 2K2-free graph, either 
there exists x E 11 with x ~-~ I2, or there exists y ~ I 2 with y [111. 

These lemmas allow us to dispose of triangle-free G-graphs. 

Theorem 2. I f  G is a triangle-free G-graph, then r is even and G = C~/2. 

Proof. Choose an arbitrary edge ab in G. Let A = N(a) - b and B = N(b) - a. To 
avoid triangles, A and B must be disjoint independent sets of size r -  1. Let 
U = N(ab). If U is empty, then G has only 2r vertices and is not a G-graph. 

Hence U r ~; now a*-~ b forces U independent. Given u, u' ~ U, we claim 
N(u) = N(u'); suppose not. Since N(u) U N(u') _~ A U B and d(u) = d(u') = r, 
Lemma 1 allows us to assume N(u') N A ~ N(u) N A and N(u) N B c N(u ' )  N B. 
Since IAI  = IBI  -- r - 1, u and u' have neighbors in each of A, B, so there exist 
x E N(auu') and y ~ N(bu'lu). Now x~--~u&b~--~y force x ~-. y, which makes xu 'y  a 
triangle. This contradiction yields N(u) = N(u'). 

By the preceding paragraph, any x ~ A U B is adjacent to all or none of U. Let 
$1 = A N N(U),  S 2 = A -- $1, T1 = B N N(U),  and T 2 = B - TT. Avoiding triangles 
requires $1 [] T1. Since $2 [I U, the neighbors o fx  6 $2 are restricted to N(b), and then 
r-regularity forces N(x)  = N(b). Similarly, N(y)  = N(a) for y e T2. With these ob- 
servations, V(G) has been partitioned into five independent sets ( (a) ,  $1, U, Tx, (b))  
such that vertices are adjacent if and only if they belong to cyclically consecutive 
sets. Regularity then forces each set to have r/2 vertices. Therefore r is even and G 
is the r/2-fold expansion of a 5-cycle. [ ]  

In view of Theorem 2, we henceforth consider only G-graphs containing 
triangles. 

3. Dominating Triangles 

We say that a triangle in G is a dominating triangle if every vertex of G is adjacent 
to at least one vertex of the triangle. We want to show that every G-graph with a 
triangle has a dominating triangle. First we need a lemma. 
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Lemma 3. Let I be an independent set in a G-graph G, and let S be an arbitrary set 
of vertices. I f  x ~ S and I ]] (S U x), then N(S U I) is nonempty. 

Proof. Since x*--,S, N(S) is nonempty.  ChooSe y ~ N(S) to maximize [N(y)AI[.  
If there exists z ~ ( I -  N(y)), choose w e  N(zly), which exists because z[[S and 
G is regular. N o w  w ~ z & y ~ S force w ~ S. Furthermore,  since w [[ y and 
z ~ (I f~ N(w]y)), Lemma 1 implies that  w has more  neighbors in I than y. This 
contradicts the maximali ty of  N(y) R I, so we conclude y ~ I. [ ]  

Lemma 4. I f  a, b belong to a triangle in a G-graph, then there is a vertex c such that 
abc is a dominating triangle. 

Proof. Choose  a vertex x ~ N(ab), and let T = {a, b,x}. If T is not  a dominat ing 
triangle, let S = {a, b} U N(x]ab). Since N(ab) is independent,  we have N(T)  inde- 
pendent  and Nr(T)[[ (S U x). Applying L e m m a  3 with I = N(T)  yields a point  c with 
c ~-~ (S t3 ]~(T)). This includes c ~ :Y(ab), so abc is a dominat ing triangle. [ ]  

Let T = abc be a dominat ing  triangle. To simplify notation,  we use capital 
letters to denote the sets of  vertices not  in T whose adjacencies in T are the 
corresponding lower-case letters. For  example, set A = N(albc), BC = N(bcla) - a, 
ABC = N(T),  etc. We also henceforth express v as 2r + q with q > 0, and we let 
al = [A[ + [B[ + [C[, 0~ 2 = [ABI + [AC[ + [BC[, and ~ 3  = IABC[. Various relation- 
ships a m o n g  these sets follow easily. 

Lemma 5. The following statements hold for a dominating triangle abc in a G-graph, 
with permutations of  A, B, C freely applicable. 
1. q = ]C] -- d(ab) = ]B] -- d(ac) = [A] -- d(bc). 
2. a2 + 2c% < r -  3. 
3. [AI >_ 2, A is independent, and x ~ A implies [N(x)f3(BO C)I > 3. 
4. I f  x ~ A and x I] B, then N(x)  R C # ~ and B ~ N(x) A C. 

Proof. (1): Compar ing  N(ab) and V(G) yields 2r = v + d(ab) - [ C [  (etc.). (2): Since 
T is dominating,  v - 3 = cta + az + ~3, and the edges incident to T are counted 
b y 3 r - 6 = a  1 + 2 a 2 + 3 a a .  H e n c e a 2 + 2 a 3 = r - 3 - - q . ( 3 ) : B y ( 1 ) , l A [ > _ q +  1. 
A ~_ N(bc) implies N(x) c (N(b) U N(e)), so A is independent,  f iN (x )  f3 (B LJ C) <_ 2, 
then x has at least r - 3 neighbors in AB U AC U BC U ABC. The resulting a2 + 
c~ 3 > r -- 3 contradicts (2). (4): By (3), N(x) fl C v ~ fg. N o w  B ~ b & x ~ N(x) f-I C 
force B ~ N (x) f~ C. [] 

When 11 and 12 are independent  sets in a G-graph,  we say that {I 1,12 } are linked 
(by xy) if there exist vertices x e 11 and y e 12 with x ~ 12 and y ~ 11. When 11 ~ 12, 
we say 11 and 12 are totally linked. Lemma 2 says that  if a pair of independent sets 
is not  linked, then one of  them must  have a vertex totally independent of  the other. 
We use this to show that  at least one of the pairs {A, B}, {B, C}, {a, C} generated 
by a dominat ing  triangle abc must  be linked; in particular, if there is an unlinked 
pair, then another  pair is totally linked. 

Lemma 6. Let abc be a dominating triangle in a G-graph, and suppose x ~ A satisfies 
x IJ B. Then B ~-~ C and x ~-~ C. Equivalently, if abc is a dominating triangle for which 
B ~-~ C is false, then every vertex of  A has a neighbor in each of B and C. 
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Proof. It suffices to show that y ~ C for some y �9 B, since this means x ~ a & y ~ C 
force x ~-) C, and then B ~ b & x *--, C force B +--, C. By Lemma 5.4, x has neighbors 
in C totally adjacent to B. If  {B, C} is not linked, then we have some u �9 C with u Jl B 
(Lemma 2). If {A, C} also is not linked, then there exists w �9 A U C with w I] A U C, 
in which case w has neighbors in B that violate x JJ B or u IJ B (by Lemma 5.4). 

Hence the assumption that {B, C} is not linked implies that {A, C} is linked by 
some edge wz. We contradict this by showing it leads to 2v < 4r. This follows from 
the fact that every vertex of G now has at least two neighbors in {a, c, w, z}. We 
consider vertices by their adjacencies in abc; first N(ac) <-~ a, c and a U C ,~ c, w and 
c U A ~ a, z. Also, we have A B  U BC c N(a) U N(c) by definition, and A B  U BC ~ b 
&w~--~z force A B U B C  c N ( w ) U N ( z ) .  Finally, B<--+b&x<--+z force B<--+z, and 
B +--> b & u +--~ w force B(--~ w, so B <--~ w, z. [] 

Lemma 6 is the last tool needed to prove Conjecture 0. The counting technique 
used in the proof  appears again in later sections to bound the size of special classes 
of GFgraphs. 

Theorem O. A Gr-graph has at most 5r/2 vertices, and the only Gr-graph with 5r/2 
vertices is C~/2. 

Proof. For  triangle-free graphs, this is Theorem 2. Otherwise, we may assume that 
abe is a dominating triangle with A B  linked by xy. Note that A B  U A B C  +-)a, b; 
also A ,-~ a, y and B ~ b, x. Finally, x ~-~ y & c ~ N(c) force N(c) ~_ N(x)  U N(y).  
Hence every vertex has at least two neighbors in {a, b, c, x, y}. Since a, b have three 
such neighbors, this implies 2v < 5r. []  

4. General Structure of G-Graphs 

Lemma 6 also yields a classification of dominating triangles. We say that a domi- 
nating triangle abc is a Type i triangle for i �9 {1, 2, 3} if exactly i of the pairs {A, B}, 
{A, C}, {B, C} are linked. Lemma 6 implies that Type 1 and Type 2 triangles have 
a totally linked pair. The graphs G k constructed in Example 1 have Type 3 triangles 
when k _> 2. In particular, the triangle abe formed by the vertices a = k + 1, b = 3k 
and c = 0 is a Type 3 triangle. To see this, observe that A = {3k + 1, . . . ,  4k}, 
B = {I . . . .  , k}, C = {2k, 2k + 1}, and {k, 2k} ~ A, {3k + 1, 2k + 1} +-+ B, {1, 4k} ~ C. 

We next present a construction due partly to D.B. Shmoys that yields G-graphs 
with Type 2 triangles. 

Example 3. Let m be a positive integer, and set r = m 2 + m. Construct Hm as follows. 
Form V(H,,) from disjoint sets Q1, Q2, Q3, Q4, Q5 of sizes m, m 2, m 2, 1, m, 
respectively, and let Q~, Q2, Q3 be independent sets and Q5 be a clique. Put 
Qi ~ Qi+t (cyclically). Finally, we add some edges between Q3 and Qs. Label the 
vertices in Qs as ul . . . . .  u,,, and partition Q3 into m blocks U1, . . . ,  U,, with m 
vertices each. Then put ui II U~ and u~ ~ U~ for i # j. It  is straightforward to check 
that H,, is r-regular and 2K2-free. 

Note  that H a is the 5-cycle. For  rn > 2, choose a = ux, c = u 2, and b �9 Q1. Then 
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abc is a dominating triangle, with A = U2, B = Q2,  and C = U 1. Since A ~ C ~ B 

andAIIB, a b c i s a T y p e 2 t r i a n g l e .  Infact,  H , , h a s ( 2 ) ( m Z + m ) d o m i n a t i n g  

triangles ( and  ( 2 )  non-dominating triangles), all of which are Type 2 and lead to 

the same structural decomposition of Hm. In this decomposition, the sizes of A, B, 
C, AB, AC, BC, ABC are m, m 2, m, 0, m 2 -- m, 0, m -- 2, respectively. Although 
( a )  = ( c )  = l, the set ( b )  consists of b and m - 1 vertices of AC (the remainder 
of Qa in the description above). The set AC also contains one special vertex z (the 
vertex of Q4 in the description above) such that z ~-~ N ( b ) -  z and N ( b ) -  z is 
independent. []  

Our examples of G-graphs with Type 1 triangles arise naturally from the 
structure we prove that such graphs must have, so we postpone presentation of 
such a graph until Section 7. Meanwhile, we note that the adjacency structure in 
the subgraph induced by Q3 and Qs in H,~ will always occur under suitable condi- 
tions. However, applications of this lemma will require considerable knowledge 
about the structure of G-graphs. Hence we postpone it until Lemma 16 at the end 
of Section 6, even though it applies for arbitrary G-graphs with appropriate subsets, 
because its applications will come very late. 

In the remainder of this section, we prove an important technical result about 
edges of G-graphs not on triangles. As in the proof of Theorem 2, we seek to show 
that common non-neighbors of adjacent vertices not in a triangle have identical 
neighborhoods. The proof is much more difficult than the equality of neighbor- 
hoods in Theorem 2; it depends on the regularity of G-graphs via the counting of 
vertex neighborhoods. We first isolate a remark that applies to all edges and will 
be useful separately. 

Remark 1. I f  ab is an edge of a G-graph, then lV(ab) is an independent set of size 
d(ab) + q. 

Proof. a~--~b forces independence, and IN(uw)l = d(u) + d(w) + 1~7(uw) l  - v = 

1 ~ 7 ( u w )  l - q .  

Theorem 3. I f  ab is an edge of a G-graph belonging to no triangle, then N(ab) is an 
equivalence class (of size q). 

Proof. The set U = N(ab) is independent, and no vertex outside U can have the 
same neighborhood as a vertex in U. Thus it suffices to show N(ul) = N(u2) for 
arbitrary distinct vertices ul, u2 e U. This requires several auxiliary sets and facts 
about their adjacencies. Let 

O = ( a )  S = N ( a ) - R  So=N(u2)i"IS S a = S - S  O 

R = ( b )  T = N ( b ) - Q  To=N(u2) f3T T 1 =  T -  To 

Being equivalence classes, Q, R are independent sets. Since (a) ~ N(b) and 
(b)  ~_ N(a), the sets Q, R, S, T partition V - U. By construction, S ~ Q ~ R ~ T. 
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Also, So ~ u2 • b ~ T1 force So ~ Ti; similarly T o ~ S~. The edges described thus 
far appear  in Fig. 1. 

~ a U 

Fig. 1. Sketch of a G-graph with an edge on no triangle 

We claim that  S t and T 1 are independent  sets. I t  suffices to obtain a contradic-  
tion from assuming an edge xy in S1. First x ~ y & b ~ Tx force T1 c N(x) U N(y), 
and x ~ y & u 2 ~ S O force So c N(x) U N(y). Also {x, y} ~ (Q U To), as noted above. 
We have counted TI, So at least once and Q, T O twice, the total being at most  2r - 2. 
However, Q U To U T 1 = N(b) and S O U T O tO Q = N(u2) tO Q, which yields the con- 
tradiction 2r + [QI < 2r - 2. 

We next claim that  if S~ or  7"1 is nonempty ,  then there exist c e S1 and d e 7"1 
with c]l TI and d ll Si. For  each x e SI, there exists y e TI with x [lY; otherwise 
N(x) ~ N(b). Similarly, for each y e T 1 there exists x e S 1 with x II y. N o w  the claim 
follows from Lemma 2. 

For  the remainder  of  the proof, we suppose that  N(ul) r N(uz) and seek a 
contradiction. We claim first that  this forces ua *-~ ($1 U Ta). We may  assume Ul ~ x 
for some x e S~, which also implies that  Ti is nonempty.  N o w  Ua ~ x & b ~ d force 
ul~--~d, after which ui*--~d&a~-~,Sa force ul.--~Si (including ut+-*c), and then 
U 1 *-*c&b~--~ T i force u i ~ T 1 . 

Hence N(ul)U N(uz) -- S U T, and we can make the description symmetric in 
ul and u2 by refining the part i t ion so that  S i = SAAf(u2), S 2 = S A N ( u l ) ,  and 
$3 = Sf]N(uiuz); similarly for T. By symmetry  in Ux, u2, all of Sl, $2, Ti, T2 are 
nonempty.  This symmetry  also implies $2 ~ (Ti U T3) and T2 ~ (Si U $3). Finally, 
S 1 ~--~u t & u  2 ~--,S 2 force S t ~--~ $2; similarly T 1 ~ T2. 

Now we count  vertex neighborhoods.  Given x e St and y e T~, we have Q, T3, 
T2, Sz c N(x) and R, S3, $2, T2 c N(y). Since N(x), N(y) also contain ui,  u2, the 
sizes of these eight sets sum to less than 2r. Using 2r = IN(a)[ + IN(b)[ = IQ[ + 
[RI + IS[ + [ T[ and canceling like terms, we obtain [Sx[ + [ T 1 [ > [$2[ + [ T2 [. How-  
ever, doing this with x, y in $2, T2 instead of  $1, T t yields [$2 [ + ] T2 [ > [S~ ] + [ T~ 1. 
This contradict ion proves N(ui) = N ( u 2 ) .  [ ]  

Theorem 3 will help significantly if we can prove that  every G-graph  has an edge 
not on a triangle. This is one aim of the next section. 
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5. Critical Triangles 

We begin by selecting a special dominating triangle. If abc is a dominating triangle 
in a G-graph G, let It(abc) = min{IAI, IBI, ICI}, and let #(G) = min{p(abc): abc is a 
dominating triangle of G}. A dominating triangle abc is a critical triangle in G if 
It(abc) = #(G). For convenience, we say that a critical triangle abc is c-critical if 
It(G) = It(abc) = [CI, and that a G-graph is a Type i G-graph if it has a Type i 
critical triangle. The illustration of a G-graph in Fig. 2 will aid visualization for the 
arguments of the next several sections. 

Fig. 2. Sketch of a G-graph with dominating triangle abc 

We next make some easy but important remarks about dominating triangles, 
collected here to emphasize the current notational conventions. 

Lemma 7. I f  abc be a dominating triangle in a G-graph, then 
1. I f  x ~ y with x ~ A, y ~ B, then N(c) c N(x) U N(y). 
2. I f  xyz is a triangle with x ~ A, y ~ B, z ~ C, then xyz is dominating. 
3. I f  {A,B} is linked by xy, then N(zlxy) ~ ABU {c}. 
4. I f  abc is c-critical and (A, B} is linked by xy, then xy belongs to no triangle. 
5. ( a )  ~ B C U a ,  ( b )  ~_ACUb, (c~ ~ ABUc.  

Proof. (1): x ~ y & c ~ N(c) force N(c) ~ N(x)U N(y). (2): Since abc is dominating, 
(1) applies to each edge of xyz. (3): Follows from x~--~A, y~--~B, and (1). (4): If xy 
belongs to a triangle, it belongs to a dominating triangle xyz (Lemma 4). Now (3) 
and Lemma 5.1 imply d(zlxy) < d(ab) < I CI, contradicting the criticality of abc. (5): 
The specified set contains all vertices whose adjacencies in {a, b, c} agree with the 
specified vertex. [] 

Lemma 8. I f  abc is a c-critical triangle in G, then C ~ AB. 
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Proof. Suppose there exist u ~ AB and z ~ C with u It z. First, consider the case where 
z ~ A or z ~ B; we may assume z ~ B. Choose some y E B, and let A' = A N N(y). 
We eliminate this case by showing that uyb is a dominating triangle with I~(uyb) < 
#(abc). First u ~ a & z.--, B force u ~ B. We have y ~-~ A - A' by definition. Also 
z~--~ y&a~-~ A' force z~--~ A', and then u+-~b&z+-~ A' force u~--~ A'. Finally, u*-~ y 
forces N(c )~  N(u)UN(y).  Hence uyb is dominating and d(bluy)< d(ab)< ICI 
(Lemma 5.1). 

Therefore, z must be nonadjacent to some x '  ~ A and y '  ~ B. Now c ~ z forces 
x'  II y'. The absence of edges among {x', y', z} implies that no pair of {A, B, C} is 
totally linked; hence abc is a Type 3 triangle. This means {A, B} is linked by some 
edge xy. But now x ,---, y '  & c ~-~ z force x ~ z, and y ~ x '  & c *-~ z force y ~ z. This 
makes xyz a triangle, which is forbidden by Lemma 7.4. []  

To guarantee edges not on triangles, it suffices to show that {A, B} is linked 
when abc is c-critical, since every edge linking them then belongs to no triangle (by 
Lemma 7.4). This is easy to show for c-critical triangles of Types 2 and 3, and 
proving it for Type 1 will be our main task in the remainder of the section. 

Lemma 9. I f  abc is a Type 2 or Type 3 c-critical triangle, then {A, B} is linked. 

Proof. If abc is Type 3, we are done. If it is Type 2 and (A, B} is not linked, then by 
Lemma 2 and symmetry of A and B we may choose x ~ A with x II B. Since {A, C} 
must be linked, there exists z ~ C with z ~ A. Consider N ( c ) =  A U B U AB U c. 
We have z ~ A U c by choice, z~--~ B by Lemma 6, and z ~ AB by Lemma 8, so 
N(c) U N ( z ) =  V. This yields the contradiction v < 2r. [] 

When we consider triangles abc with {A, B} linked by an edge xy, there is a 
natural xy-partition of C; its definition and fundamental properties follow next. 

Lemma 10. Suppose that abc is a dominating triangle for which {A,.B} is linked by 
xy, and let C1 = C N N(xly), C2 = C N N(ylx), and C3 = C n N(xy). 
1. C1, C 2, C 3 partition C. 
2. C l ~ A a n d C  2 ~ B .  
3. I f  abc is e-critical, then C 3 = ~.  
4. I f  abe is Type 1, or if abc is Type 3 and c-critical, then C 1 and C2 are nonempty. 

Proof. (1): Lemma 7.1. (2): C1 ~--~c&y~--~A force C1 *--~ A; similarly for C2~--~B. (3): 
Lemma 7.4. (4): If abc is Type 3 and c-critical, this follows from (3) and {A, C}, 
{B, C} linked. If abc is Type 1, then C1 empty implies y ~ C, in which case {B, C} 
is also linked unless there exists y '  e B with y '  II C, which implies A ~ C (Lemma 6) 
and contradicts the fact that abc is Type 1 (similarly for C2). [] 

The next result uses the xy-parti t ion to establish fundamental adjacencies in 
G-graphs. It will be applied in this section to show that {A, B} is the unique linked 
pair in a c-critical Type 1 triangle abe. It  will be used again later for both Type 1 
and Type 3 graphs. The two contexts are combined here because the argument is 
almost the same. The graphs Hm of Example 3 show that the conclusion of Lemma 
11 (and the nonemptiness of C1 and C2 in Lemma 10) does not hold for Type 2 
graphs; in fact, B 11AC and C~ = ~ in those graphs. 
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L e m m a  11. Suppose abc is a dominating triangle for which {A, B} is linked. I f  abc is 
Type 1, or if abc is Type 3 and c-critical, then B ,--~ AC and A ,--~ BC. 

Proof. We use the xy-part i t ion of C. Also, let S = BC N N(x), S' = BC - S, T = 
AC N N(y), T' = AC - T. We reduce the task to proving S' = T'  = ~ .  If  abc is 
Type ! this suffices because A ~ B and we can select any edge between them as xy. 
Under  the other  hypothesis, abc c-critical implies y llS (Lemma 7.4), and then 
S ~ c & y ~ A force S ~-~ A (similarly, T ~ B). 

Whether  S', T '  are empty  or  not, S' ~ c & x ~ B force S' ~ B, also S' ~ b & 
x ~ C1 U C 3 force S' ~ C 1 U C 3, and S' [r {a, x} & a ~ x force S' rl C2. Similarly, T '  ~-* 
A U C2 U C3 and T'  ]l Ca. Finally, S' ~ C a & T' ~ C z force S' ~ T', since C1 and C 2 
are nonempty  (Lemma 10). 

If  S', T '  are not  both  empty, we may  select u e S'. We prove that uyb is a 
dominat ing  triangle and use this to prove T'  # ~ .  We know that y ~ A, C1, C3, T, 
b and u+-~C2, C3, T', b; hence N(b)___ N(u)UN(y) .  Let U = N(ulyb) and Y =  
N(ylbu). If  T '  = N, then U ___ C 2 U C 3. Since a e N(bluy) and a II C2 u C3, Lemma 6 
then implies U ~-* Y. Since C is independent,  we conclude Y N C = N. Since C2 is 
nonempty ,  this contradicts  C2 --- Y, which follows from C 2 II b, u. 

Hence we can also select w e T'. It now suffices to show that  each vertex of  G 
is adjacent to at least two of {u, w, y, z}, which yields the contradict ion 2v __< 4r. We 
have already observed that  u~--~B, Ca, C3, T', b, c and y+-~ A, C 2, C 3, T, S', b; 
similarly w ~ A, C 2, C 3, S', a, c and x ~ B, C a, C a, S, T', a. This proves the claim 
except for vertices in S U T U N(ab). For  N(ab), u *-~ y & N(ab) ~ a force N(ab) c 
N(u) U N(y), and w ~-~ x & N(ab) ~ b force N(ab) ~ N(w) U N(x). 

Finally, we have S ~ N(z) and T ~ N(y) and need another  neighbor for vertices 
in S U T; by symmetry,  we need only consider v e S. Recall that T' [I Ca tl S' and 
T'~--',C2IIS'. If  vllw, then c ~ w & w l l C a  force vllCa, and v*--~b&.w*-',C 2 force v ~  
C2. If  v II u, then v ~-~ C 2 & u ~ C a force v ~ C 1 . This incompatibil i ty between v and 
the (nonempty)  set C a prohibits v II w, u, which completes the proof. [ ]  

For  the next result about  Type I triangles, we need the following lemma. 

Lemma 12. I f  I and S are disjoint vertex sets in a G-graph, I is independent, and 
lq(S) N I = ~,  then there is a clique in S containing a neighbor of  every vertex in I. 

Proof. By hypothesis, every vertex of  I has a neighbor  in S. Let K be a minimal 
subset of  S containing a neighbor  of  every vertex in I. If  any vertices of K were 
nonadjacent ,  their ne ighborhoods  in 1 would be ordered by inclusion (Lemma 1), 
which would violate the minimality of  K. [ ]  

N o w  we can guarantee two special vertices with respect to Type 1 triangles. 

Lemma 13. I f  abc is a Type 1 triangle and {A, B} is the unique linked pair, then AC 
and BC each contain a vertex adjacent to all of  C. 

Proof. Let C A = C N N(A) - N(B) and Ca = C N N(B) - N(A), with C* = C N 
N(B) N N(A). Since C ~ c & A *-~ B, these three sets partition C. Let C a, = C N iV(B) 
and CB, = C N .~(A); note that  CA" --~ CA and C~, _ CB. Since every vertex of  C - 
C B, has a neighbor  in A, there exists x e A with x ,--, (C - CB, ) (Lemma 2). Similarly, 
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there exists y ~ B with y*-~(C -- Ca,). If  Ca, = ~ ,  then x~-~C, in which case {A,C} 
is also l inked unless there exists x '  ~ B with x '  II C, which implies  B ,--, C ( L e m m a  6) 
and cont radic ts  the fact tha t  abe is Type  1. Hence  Ca,, Ca, are  nonempty .  

I f z  II A C  U A = N(a[b) for some z E C, then C being independen t  implies  N(z)  ~_ 
N(b) - a, which violates regular i ty .  Since C a, Jl A, every vertex of  C a, thus  has a 
neighbor  in AC, and  then L e m m a  12 guaran tees  tha t  A C  conta ins  a min ima l  
complete  g raph  K whose vertices toge ther  d o m i n a t e  Ca,. M o s t  of  this p r o o f  in- 
volves showing K ,---, C A U C*, f rom which the des i red  vertices will emerge easily at  
the end. 

Let Q = N(C A U C*) (") K and  U = K - Q, with m = IQI and  n = [U[. W e  claim 
that  U ~ A. Otherwise,  cons ider  u e U with  u r N(A).  By the choice of  K,  u has a 
neighbor  x E Ca,. N o w  u ~--~ x & A ~--~ ( cA U C* ) force u ~ ( CA U C* ), con t rad ic t ing  
u ~ U .  

We aim to show n = 0. Otherwise ,  we coun t  2(n + m) vertex ne ighbo rhoods  and 
obta in  a to ta l  count  of  at  least  v(n + m), con t rad ic t ing  v > 2r. The  easy case is 
m = 0, n > 0. Here  the 2n n e i g h b o r h o o d s  are  N(x),  n --  1 copies  of N(c), and  N(u) 
for each u ~ K. F i r s t  K ~ B ( L e m m a  11) and  K ~ A U a U c imply  tha t  vertices of 
B U A to a U c are coun ted  at  least  n t imes, and  in fact x ~ B implies  tha t  B is 
counted n + 1 times. Vert ices in N(c) are  coun ted  n -  1 t imes f rom c; for the 
addi t ional  incidence in N(c]a), we have z ~ (C - Ca,)U BC (Lemma  10) and  every 
vertex of C a, ad jacen t  to  at  least  one vertex of  K. The  r ema inde r  of N(c) is N(ac); 
since [B[ > [N(ac)[ (Lemma  5.1), the excess coun t  on B remedies  the possible  
deficiency on N(ac). The  rema in ing  vertices are  w ~ AB,  where w ~ b & edges of  K 
force w adjacent  to  at  least  n - 1 vertices of  K. N o w  w ~ b & K ~ z force w ~ K 
or w ~ z, which remedies  the deficiency. 

Hence we m a y  assume m > 0. Here  the 2(m + n) n e i g h b o r h o o d s  are  N(a), n 
copies of N(c), m --  1 copies of  N(y),  and  N(u) for each u ~ K. Since A ~ U U y to a, 
A is counted  at  least  n + m times. Also,  A C  ~ B (Lemma  11) implies  tha t  B U A C  U 
c u b  is coun ted  n + m times. I f w  ~ N(b), then w ~--~ b & edges of  K force w ad jacent  
to at least n + m -  1 vertices of K;  a p rovides  the add i t i ona l  ne ighbor  when 
w ~ N(ab), and  c provides  n add i t i ona l  ne ighbors  when w ~ BC. 

This leaves C, which is coun ted  n t imes f rom c. F o r  Ca to C*, we find the m 
addi t ional  ne ighbors  in Q. F o r  Ca, we count  m -  1 for N(y) .  F o r  Ca,, we are 
guaranteed  a ne ighbor  in K,  bu t  for C a -  Ca, we m a y  have a deficiency of  1. 
The deficiency is e l imina ted  if u I] x for some u E Q, because  then u r ~r(Ca, ) & x 
(C - Ca,) force u ~ (C - Ca,). Hence  we m a y  assume K ~ x. N o w  we remedy  the 
deficiency by  p rov ing  tha t  T = N(ablx)  is as large as C a --  C B, and  has  excess count.  
Since K +-~ x & b ~ T force K ~ T, T is coun ted  at  least  rn + n + 1 times. By 
Lemma 11 and the choice of  T and  x, respectively,  x ~ - * N ( b l a ) O ( N ( a b ) -  T )U  

(C - Ca,). Hence r > d(bla) + d(ab) - ITI + IC - Ca, I, o r  IZl > IC - CB, I. 
We  have now ass igned a coun t  of  at  least  m + n to each vertex, except  tha t  

vertices of BC have been coun ted  m + 2n - 1 t imes, for c and  their  ne ighbors  in K. 
This is at least  m + n if n > 0, and  if K ~-~ B C  we have an add i t i ona l  ne ighbor  in K. 
Hence we have p roved  tha t  n = 0 (i.e. K ~ C A U C*) and  tha t  u II w for some u ~ K,  
w ~ BC. N o w  w ~ b & u ~ (C A U C*) force w ~ (CA tO C*). This  means  tha t  w itself 
is a minimal  clique in B C  tha t  domina t e s  Ca,. By the a rgumen t  symmet r i c  to that  
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above, we conclude that w,--, C B t_J C*. Hence w ~ C. Now u ~ a & w *-~ C force 
u ,---r C, and u, w are the desired vertices. [ ]  

Finally, we reach the objective of this section, which by Lemma 7.4 yields edges 
not on triangles. 

Theorem 4. I f  abc is a c-critical triangle, then 
1. {A, B} is linked by an edge xy.  
2. <c) = N(xy) ,  and I<c>l -- q. 
3. [C[ > 2q + l a b e l .  

Proof. (1): Immediate by Lemma 9 unless abc is Type 1, in which case we may 
assume that {B, C} is its unique linked pair. Lemma 13 then guarantees u e A C  with 
u ~ A. Since u ,--, B (Lemma 11), acu is a dominating triangle. Since u ~ A, we have 
N(alcu) ~_ AB, implying IN(alcu)l <<_ IaBI < ICI (Lemma 5.1) and contradicting the 
c-criticality of abc. (2): From (1), Lemma 7.4, and Theorem 3. (3): From (2) and 
Remark 1, applied to C = N(ab). [] 

Since {A, B} is linked whenever abc is a c-critical triangle, Type 2 G-graphs lack 
the symmetry of a and b in their c-critical triangles, so our approach to charac- 
terizing them differs from that for Type 1 and Type 3 G-graphs. We postpone the 
discussion of Type 2 G-graphs to Section 9. 

6. Structure of Type 1 and Type 3 G-Graphs 

We can now sketch out the structure of Type 1 and 3 G-graphs. We assume abc is 
a c-critical triangle, so {A ,B}  is linked by an edge x y  (Lemma 13). Let C~ = 
C f7 N(x ly )  and C2 = N ( y l x )  be the xy-partition of C (Lemrna 10). The next theorem 
follows readily from earlier results. 

Theorem 5. I f  abc is a c-critical Type 1 or Type 3 triangle and {A,B} is linked by xy,  
then 
1. C 1 = N(by)  and C 2 = l~(ax). 
2. The edges by and ax belong to no triangles. 
3. C 1 and C 2 are equivalence classes of  size q. 
4. A B C  = ZL 

Proof. (1): From y *-~ A, x ~ B, and Lemma 11. (2): From (1), the criticality of abc, 
and the fact that C~, C 2 are both nonempty (Lemma 10.4) and therefore smaller 
than C, (3): From (I) and (2) by Theorem 3. (4): From (3) and Theorem 4.3. []  

Note that Theorem 5.3 and 5.4 agree with Lemma 5.1 and Theorem 4.2, i.e. 
2q = IC~l + 1621 = ICI = 1 + IABI + IABC[ + q. To study the structure of other 
vertex subsets not self-symmetric in A and B, we introduce more detailed notation. 
In addition to C 1, C2, this notation applies whenever we discuss a c-critical Type 1 
or Type 3 triangle abc (through Section 8). Define A1 = A f7 N(B), B1 = B f3 N(A), 
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S =  A C N N ( C ) ,  S ' =  A C N N ( C ) ,  T =  B C O N ( C ) ,  T ' =  B C N N ( C ) .  Note  that  
x s A~ and y ~ B1 and that  we already know C~ ~--,A and C2~-,B (Lemma 10.2). 

Theorem 6. I f  abc is a c-critical Type 1 or Type 3 triangle and {A, B} is linked by xy, 
then 
1. A111N(a) and Ba [IN(b). 
2. ( c ) =  A B U c .  
3. N ( C O N B  = B -  B~ and N ( C 2 ) N A  = A - A1. 
4. S~--~ T'  and T~--~S'. 
5. I f  u ~ S, then [BC - N(u)[ = 2q + d(ualb) (and w ~ T implies d(ac lbw)= 2q + 
d(wbla)). 
6. AC = S U S '  and BC = T U  T'. 
7. S' and T '  are independent sets, with ( b )  ~_ S' U b and ( a )  ~_ T'  U a. 

Proof. We verify the first in each symmetric  pair  of  statements. (1): F r o m  Theorem 
5.2. (2): ( c )  ~ A B  U c ~_ N(xy)  = ( c )  by L e m m a  7.5, (1), and Theorem 4.2, respec- 
tively. (3): Theorem 5.1 implies B 1 II C1. For  w ~ B - B1, we can choose u ~ A with 
u I1 w, and then w ~ b & u ~ C 1 force w ~ C 1 . (4): S ~ C 1 & b ~ T '  force S ~ T'. (5): 
u ~ B (Lemma 11) implies BC -- N(u) = N(ua), which by Remark  1 has size q + 
d(ua). Also, A B C  = ~ (Theorem 5.4) implies N(uab) = ( c ) ,  which has size q (Theo- 
rem 4.2). 

(6): Since C1 and C 2 are equivalence classes (Theorem 5.3), it suffices to show 
u ~ C 1 if and only if u ~ C 2 for u ~ AC. For  sufficiency, u ~ C 2 • X ~ C 1 (by (1)) 
force u ~ C1. For  necessity, (5) guarantees a vertex w ~ BC - N(u). N o w  w ~ b & 
u ~ C~ force w ~ C 1 , next w ~ C~ & y ~-~ C2 (by (1)) force w ~ C 2, and finally u ~ a 
& w ~--~ C 2 force u~--~ C2. (7): By (1), A~ ~ C 1 forces S' independent.  Using Lemma 
7.5, (6), and C ~ S, we have ( b )  _ S' U b. [ ]  

For  Type 1 G-graphs,  A,--, B makes some statements trivial', in particular, 
A - A~ = B - B~ = ~ for a Type 1 c-critical triangle. We employ this simplifica- 
tion in the next section. However,  there are still a rguments  that  we can apply to 
Type 1 and Type 3 triangles simultaneously. Fo r  S', T '  and A - A 1, B - B~, we 
need a lemma that  will part i t ion a pair of  independent  sets into subsets with 
identical ne ighborhoods  a m o n g  these vertices. This will be a simple extension of 
Lemma 2. 

When A and B are independent  sets in a G-graph  and the vertices of  A have k 
distinct ne ighborhoods  in B, we define the B-partition of A to be the part i t ion of A 
into sets AI . . . . .  A k such that  N(u) N B ~ N(w)  N B for u e A t and w ~ Aj with i < j. 
We refer to the B-part i t ion of  A and the A-part i t ion of  B as the mutual partitions of 
{A,B}. �9 

Lemma 14. Let  A and B be independent sets in a G-graph, and let A 1 . . . . .  A k and 
B1, . . . ,  B I be the mutual partitions o f  {A, B}. I f  A and B are linked, then k = l, 
i + j <_ k + 1 implies A i ~-~ Bj, and i +  j > k + 1 implies A i [[ Bi. I f  A [B] has a vertex 
independent o f  B [A],  then the same conclusion holds with k replaced by k - 1 [l 
replaced by l - 1] (or both). 
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Proof. Index the vertices of A = {xl} and B = {y~} in decreasing order of number 
of neighbors in the other set. Since these neighborhoods are ordered by inclusion 
(Lemma 1), the nonzero positions of the resulting adjacency matrix form the 
Ferrers diagram for a partition of an integer, the integer being the number of edges 
between A and B. When {A, B} is linked, the number of distinct IN(xi)fq B[ (row 
sizes) and the number of distinct I N(yj) f'l A I (column sizes) is equal; it is the number 
of "corner dots" (end of a row and a column) in the partition. The dots of the 
partition encode the adjacencies, which yields the statement about the adjacency Of 
A i and Bj. 

If A has a vertex independent of B, then A k = A f l  N(B). Now A - A k and B are 
linked independent sets, and we can apply the previous result for k - 1 and I. If also 
B has a vertex independence of A, then B~ = B N N(A), and we can delete Bt and 
apply the main result for k - 1 and l - 1. []  

This lemma suggests several partitions, again applicable through Section 8. Let 
A 1 . . . . .  A k and B 1, . . . ,  B k be the mutual partitions of {A,B}; note that A 1 and B 1 
are the same as previously defined. Since S', T' are independent (Theorem 6.7), and 
also S' II c2 u b and T' [I C1 U a, the sets S* = S' U (72 U b and T* = T' t3 C1 U a are 
independent. Let S~ . . . . .  S; and T~' . . . . .  T /be  the mutual partitions of {S*, T*}; they 
have the same number of parts because c211 T* and C 1 [IS*. Also a.~,(S* - C 2 )  
implies S~ = C 2, and examination of N(a) shows T~' = <a>. Similarly T / =  C~ and 
S~ = <b>. A sketch of the structure we have developed, indicating edges guaranteed 
but not those forbidden or undecided, appears in Fig. 3. 

Using these vertex subsets, we can describe most of the edges and non-edges of 
Type 1 and Type 3 G-graphs in a block adjacency matrix. The information we have 

(b} = = (a> 

Fig. 3. Sketch of Type 1 and Type 3 G-graphs 

C 2 = = C 1 
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determined is recorded in Figures 4 and 5. We complete this section by charac- 
terizing the remaining conditions for these graphs to be 2K2-free. The third condi- 
tion is vacuous for Type 1 G-graphs. 

Lemma 15. A graph with block adjacencies as in Figure 4 or Figure 5 is 2K2-free if  
and only if  the following allhold. 

1. The subgraphs induced by S U T, S U S', and T U T'  are 2K  E-free. 
2. T ~ N(u) (J N(u ' )  when uu' is an edge of  S; similarly for  edges in T. 
3. Suppose u I[ w with u ~ S and w ~ T. I f  u ~-~ A i is false for  some j > 1, then w ~-~ 
(Bk+2_ j U""  U Bk). Similarly if  w ~ Bj is false. 

Proof. The subgraph induced by V(G) - S - T is 2K2-free; we need only consider 
edges corresponding to question marks in Figs. 4 and 5. The case of four vertices 
in S, S', T, T' is handled by (1). (2) is forced by b ~ T for edges of S and by a ~ S 
for edges of T; no other 2K 2 can use an edge of S or T. For  (3), consider the 
nonadjacencies guaranteed in the mutual partitions of {A,B}; w ~ A j  & u ~  
(Bk+ 2_ j O " " U Bk) force w ~-, (Bk+ 2_ j O " " O Bk). (3) also eliminates th e possibility of a 
2K 2 containing only one vertex of S U T. []  

As yet we know little about S and T; in particular, we do not know whether 
these are independent sets. In the next two sections, we will characterize all Type 1 
and Type 3 G-graphs in which S and T are independent sets. Unfortunately, there 
do exist G-graphs of both Types in which S and T are not independent sets; 
we will construct arbitrarily large examples. Fortunately, such graphs have a 
smaller ratio of v/r, and none yet discovered violates Conjecture 1 or 2. 

Before embarking on the separate study of Type 1 and Type 3 graphs, we prove 
a lemma that is applicable to appropriate vertex subsets of arbitrary G-graphs. It 
will be applied to G-graphs of each Type, but these applications require consider- 
able structural knowledge and therefore come late in the subsequent sections. 
Hence we have placed this lemma here instead of earlier; it can be contrasted with 
Lemma 14. 

Lemma 16. Suppose that I and K are disjoint vertex subsets o f  a G-graph and there 
is a vertex a r I U K such that a ~ I and a I] K. I f  I is independent, no vertex o f  K is 
adjacent to all o f  I, and all vertices o f  K have equal degree in I U K,  then I and K have 
partitions into I1 . . . .  ,Im and K1,  . . . ,  K, ,  such that each K e is independent, I e]f K e, and 
K i.-~ Ij U K i i f  i ~ j. I f  vertices o f  I also have equal degree in I U K,  then I/el and I Kil 
are constant over i. 

Proof. We show first that vertices of I with common non-neighbors in K have 
identical neighbors in K. For  u, u' ~ I, select w ~ N(uu') N K. If N(u) N K v ~ N(u')  N K, 
then we may select x ~ K N N(u ' lu )  (by symmetry). Now a ~ u forces w [] x, and then 
N ( w ) N I  c N(x)N I (Lemma 1). Since x, w have equal-sized neighborhoods in 
I U K, we may select y ~ K N N(wlx ) .  Now y ~ w & a ~ I forces y ~-~ ?~(w) N I. By 
Lemma 1, this implies x *-~ I or y ~ I, which contradicts the hypothesis. 

Now partition I into maximal sets I1 . . . .  , I,, with identical neighborhoods in K. 
Bythe preceding paragraph, the sets Ki = K N N(Ie) are disjoint. They also exhaust 
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K, since no vertex of K is adjacent  to all of I. Finally, a ~ li forces K~ independent ,  
and K i ~ I i & I~ ~ K s forces K i .--, K s. []  

7. Bounds  and Part ia l  Character izat ion  for Type  1 G-graphs 

For  Type  1 G-graphs ,  A = A1 and B = B 1. This means  we have determined all 
edges in these graphs  except for the edges involving S and T. For  easy reference, 
this informat ion  appears  in Fig. 4, with question marks  where we do not  know all 
the edges. By L e m m a  15, the p rob lem of construct ing Type 1 G-graphs  reduces to 
that  of  inserting edges involving S U T so as to satisfy L e m m a  15 and mainta in  
regulari ty by appropr ia t e  choices for the sizes of the other  sets. The simplest choice 
is S, T independent;  we characterize the resulting graphs  in Theorem 8. M o r e  
compl ica ted  choices are considered subsequently.  Meanwhile,  in Theorem 7 we 
derive some constraints  on the sizes of  the blocks. The first result verifies the weaker  
par t  of Conjecture  1 for Type  1 G-graphs;  r is even. 

S 
1' c2 = s ;  

S* 
$ (b) = S{ 

A 
<e> 
B 

T* 

$ C I = T; 

T 

C2 *-- S* --, <b) 
s ;  . .  s ;  

? 1 ? 0 

1 

? 0 
0 

0 0 

1 1 

1 1 

0 1 1 
1 0 0 1 

0 0 0 

1 

0 1 

0 1 

0 0 

0 0 

1 0 

1 1 

<a) ~ T* ~ C 1 
T ;  . - .  T i  

1 

0 0 0 
1 0 0 
1 1 0 

1 

1 

0 

0 

0 ? 1 

Fig. 4. Block adjacency matrix for Type 1 G-graphs 
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0 
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9 

1 

Theorem 7. I f  abc is a c-critical Type 1 triangle, then r is even. In  addition, 
1. r/2 = JAJ = JBI = JT*I + IT[ = JS*] + tSJ. 
2. IS[ = [T*[ - q = IT'[ + 1 and ]TI = [S*[ - q = [S'[ + 1. 
3. [SI + [ r l  = r / 2 -  q, [S*[ + IT*[ = r/2 + q, IS'[ + LT'I = r/2 - 2 -  q. 
4 .  S, S' T, T' ,  are all nonempty.  

5. For  u e S*, ]N(u) N ( S U  T*)] = IT*[ - q. Similarly for  w e T*.  
6. For  u e Sj, [N(u )NSI  -- ~ = ~ [  TtLi[. Similarly for  w e 7"/. 

7. s ll s '  i f f  I = 2 i f f  T II T' .  

8. e (SU T) = (~i+j<tlSj l[ T/l) - q(r/2 - q). 

Proof .  Recall [(c>[ = 1C1[ = I C2[ = q and compare  (block) ne ighborhoods  as listed 
in Fig. 4. (1): N(C1) vs. N(C2) yields IA[ = [BI, and N ( c ) =  < c > U A U B  yields 
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[AI + [BI = r; hence [A] = [BI = r/2. N(c) vs. N(B) yields [AI = IT*[ + IT[, and  
N(c) vs. N(A) yields ]B] = IS*[ + [S[. (2): N(Cz) vs. N(b) and B(Cx) vs. N(a). (3): 
Apply r = d(c) = IS[ + IS*l + [T*[ + IT[ and (2). (4): First S and  T are nonempty  
by (2), then ]SI _> 2q and IT[ _> 2q by Theo rem 6.5, and  finally S' and T '  are 
nonempty  by (2). (5, 6): N(u) vs. N(b). (7): N(S'~) vs. N(S'2). 

(8): Let U = SU T; e(U) = �89 + [T[) -- e(U,U)]. By (1) and  Figure 4, 
e(U,S*U r * )  = ]S*[([T[ + [T*[ - q) + [T*[(IS[ + ]S*l - q ) -  2~i+j<_~IS~IITj], and 
e(U,A U (c )O B)= (r/2 + q)([S] + ]T[). Using (2), the compu ta t i on  simplifies to 
the formula claimed. [ ]  

Letting S, S', T, T '  be as small as possible yields our  first Type  1 G-graph.  This 
graph J is a m e m b e r  of  several classes, one of which we present  immediately.  

Example 4. Let J be a graph  having block adjacency matr ix  as in Fig. 4, with the 
parameter  1 set to 2, all unknown  entries set to 0, and block sizes as follows: set 
Ial = IB[ = 5, I (c ) [  = [Cx[ = IC21 = 1, and  IS[ = ITI = [ (a ) [  = [ (b)[  = 2. In  fact, 
q = 1 and r = 10 imply these block sizes (Theorem 7). By inspection (Lemma  15), 
J is a G lo -g raph  with 21 vertices. The  triangles using one vertex each of ( a ) ,  ( b ) ,  
( c )  are critical Type  1 triangles. 

More  generally, define Jt for each value of I _> 2 in Figure 4. To  complete  the 
block adjacency matr ix ,  let {S, T} be independent  sets, and let Sx . . . . .  S ,  and  
T~ . . . . .  TI_ 1 be a mutua l  par t i t ion of {S, T} with Si~--~ Tj if i + j < l and SillTj if 
i + j _> I. The remaining adjacencies are Si ~ Sj, T~ ~ Tj i f / +  j > I and Si[I Sj, T/[[ T/ 
i f / +  j < l, in accordance  with Theo rem 7.6. Mainta in ing  regulari ty requires satis- 
fying the constraints  of  T h e o r e m  7. Set [AI = [BI = 41 -- 3, I ( c ) l  = ICxl  = IC2l  = 1, 
and ISi[ = Ir~l = IS;I = I r / [  -- 2 for 1 _< i < I. The  g raph  Jl is regular  of  degree 
r = 81 - 6 and has 161 - 11 = 2r + 1 vertices. No te  that  J2 = J and that  setting 
1 = 1 yields a 5-cycle, which is a G - g r a p h  but  not  Type  1. [ ]  

The graphs of Example  4 characterize the Type  1 G-graphs  for which S and T 
are independent  sets. 

Theorem 8. I f  abc is a c-critical Type 1 triangle and S, T are independent, then G is 
the q-fold expansion of the graph Jl of Example 4, for some l >_ 2. 

Proof. When S is independent ,  Theo rem 7.6 implies that  S[, . . . ,  S~ is the S-part i t ion 
of S*. Since Si = C2 ~ S and S~ = ( b )  II S, the S*-par t i t ion of S is some S ,  . . . . .  S 1, 
with Si ~ Sj if i + j > I and  Si 11Sj i f i  + j < I. Similarly, T/, . . . ,  T i is the T-part i t ion 
of T*, and we obta in  the T*-par t i t ion  T ,  . . . . .  T~ of T. Given  x ~ Si and y ~ Sj with 
i < j, we have N(x) - T ~ N(y) - T, with equali ty if and  only if i = j. Wi th  T 
independent, this forces N(x) f"l T ~_ N(y) f3 T, with equali ty if and  only if i = j. 
Therefore, S~, . . . ,  S ,  is the T-part i t ion of S; similarly, Tx . . . .  , T ,  is the S-part i t ion 
of T. 

This establishes blocks and  block adjacencies as in Jl, and we need only deter- 
mine the block sizes. N(Ti) vs. N(TI§ and N(S~) vs. N(S;+I) yield [Sx[ = [T~[ = 
[Szl = " " =  ITz'xl = [ S , [  = s. Also N(Si) vs. N(SI+I) and  N(T[)vs.  N ( T ~ I )  yield 
[TI[ = IS~[ = IT2[ = "'" = [S[-ll = ]Tt-,[ = t. N o w  <a)  vs. T 1 (or <b)  vs. $l)  yields 
s = 2q = t. Finally, r = d(c) = 2q(4l - 4) + 2q = q(81 - 6). Since [A[ = ]B[ = r/2, 
this completes the descript ion of the graph  as the q-fold expansion of J~. [ ]  
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Next we drop the requirement that both S and T be independent. Our  discus- 
sion of Type 1 G-graphs thus far has been symmetric in A vs. B and S vs. T; the 
next example departs from this. These graphs will characterize the Type 1 G-graphs 
in which AC is independent. 

Example 5. We construct Lm based on the matrix of Fig. 4. Set I = 2. To specify the 
remaining adjacencies, let T be the complete m-partite graph with partite sets { T~} 
of size 2, and let S be an independent set of size 2m 2 partitioned into sets {Si} of 
size 2m. Put Si II T~, but S i ~-~ Tj for i -r j. Since I = 2, 2K 2 can only occur within S O T. 
Since nonadjacent vertices of T have the same neighborhood and S is independent, 
none occur. It now suffices to specify set sizes for regularity. Let I(c)l  = ICll = 
IC21 = 1, I(b}l  = 2m, I(a}l  = 2m 2, and IA] = IBI = 1 + 2m + 2m 2. Now Lm has 
2r + 1 vertices and is (2 + 4m + 4m2)-regular. Note that L1 is J of Example 4. [] 

The condition of the next theorem is equivalent to AC independent (and sym- 
metric to BC independent). 

Theorem 9. I f  abc is a c-critical Type 1 triangle and S II (S U S'), then G is the q-fold 
expansion of the 9raph L,, of Example 5, for some m > 1. 

Proof. By Theorem 7.7, S IIS' implies 1 = 2. Hence vertices of T have identical 
neighborhoods outside SU T and identical degrees inside. With S independent and 
S~a l l  T, Lemma 16 reduces the block adjacency matrix to that of Lm. Now 
consider the set sizes. When SIIS', we have d(ualb) = 0 (Fig. 4), and then IT~I = 2q 
(Theorem 6.5). Now N(a) vs. N(T/) yields ISil = ICI + IT - 7]/I = 2mq, also N(b) vs. 
N(C2) yields I (a}l  = [SI = 2m2q, and N(a) vs. N(C1) yields I(b}l  = ITI = 2mq. 
Finally, r = IN(c)l = 2q + 4qm + 4qm 2, so IA} = IB] = r/2 = (1 + 2m + 2m2)q, 
and G is the q-fold expansion of Lm. [] 

There are also Type 1 G-graphs in which neither S nor T is independent. The 
following example introduces another operation for building large G-graphs from 
smaller ones. 

Example 6. Let H be an s-regular G-graph with 2s + 4q vertices. We construct a 
collection f (H) of Type 1 G,-graphs with r = 4s + 10q and v = 2r + q. Let l = 2, 
and let the subgraph induced by S U T be H. Allocate the vertices of H equally to 
S and T in a way that satisfies the condition of Lemma 15.2. Since l = 2 implies 
SIIS' and TII T', Lemma 15 says any resulting graph is 2KE-free. Since l =  2, we 
need only specify block sizes to satisfy regularity. Let IC11 = IC21 = I(c}l = q, 
Ihr = ]BI = 2s + 5q, and ] (a) l  = [(b}] = s + 2q. Counting vertex neighborhoods 
confirms that each such graph is 4s + 10q-regular and has 8s + 21q vertices. 

For  the degenerate case H = 4K1, we have s = 0 and q = 1, and the resulting 
graph f (H) is J of Example 4. Suppose H is a Type 1 Gs-graph with critical triangle 
anbncn; we have specified I(cH}l = 4q. Examination of Figure 4 shows that the 
requirement of Lemma 15.2 is satisfied by placing A n U S* U Sn in S, B n U T* U T n 
in T, and splitting (cn}  equally between S and T. As another example, consider the 
graphs G k of Example 1, which are Type 3 G-graphs except for G1, the 5-cycle. If H 
is a 4q-fold expansion of G k, place the images of 1 . . . .  ,2k in S, of 2k + 1 . . . . .  4k in 
T, and split the images of 0 equally between S and T. []  
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Note that f "preserves" both Conjecture 1 and Conjecture 2. For  Conjecture 1, 
if s/(4q) is an even integer, then so is (4s + lOq)/q. If the graph H used by f satisfies 
Conjecture 2, then it is a 4q-fold expansion ofa  Gs/t4q)-graph on 2s/(4q) + 1 vertices. 
Let H' be the (s/q)-regular 4-fold expansion of this graph. Since s + 2q = q(s/q + 2) 
and 2s + 5q = q(2s/q + 5), any graph in f (H) is the q-fold expansion of the corre- 
sponding graph in f(H'), which is (4s/q + 10)-regular and has 8s/q + 21 vertices. 
Finally, note that any application o f f  yields a graph with v/r 21 > Y6, with equality 
only when s = 0 and q = 1, which is the degenerate case yielding J. 

The requirement of Lemma 15.2 is quite restrictive. We do not know whether 
f(H) is nonempty when H is an arbitrary G-graph of Type 2 or 3. If H = Gk 4q, then 
f(H) contains only one graph. More generally, suppose H is a 4q-fold expansion of 
a Gt-graph H' on 2t + 1 vertices, with t = s/4q (i.e., suppose H satisfies Conjecture 
2). Call the independent set expanded from each vertex of H' a "clump". We claim 
that the set of clumps that are "split" by having vertices in both S and T in forming 
f (H) form an independent set in H'  with identical neighborhoods (the only such 
sets in G k are single vertices). If clumps corresponding to two adjacent vertices are 
split, then there are edges between them in S and in T. Hence these two clumps 
together have edges to members of all 2t + 1 clumps, violating t-regularity. With 
the split clumps forming an independent set U, any edge from a clump in U to 
another clump X yields an edge in S or in T between U and X. This member of X 
must be adjacent to members of all clumps in U on the other side. Hence X ~ U. 

Without assuming Conjecture 2, we must leave f (H)  as described in Example 
6. Nevertheless, like the previous constructions, the operation f characterizes a 
class of G-graphs. 

Theorem 10 . / f  abc is a c-critical Type 1 triangle, S O T induces a regular subgraph 
H, and S [[ S', then H is a G-graph and G ~ f(H),  where f (H)  is defined as in Ex- 
ample 6. 

Proof. By Theorem 7.7, S ][ S' implies l = 2. Since G is 2K2-free, the subgraph H 
must also be 2K2-free , and the adjacencies must be as described in Example 6. For  
G ~ f(H), we need only show that the set sizes must be as in Example 6. Suppose 
H is s-regular and has n vertices. Since l =  2, we have I (a) l  = ISI = nl and 
I(b)l = ITI = n 2 .  As usual, ICll = IC21 = I(c)l  = q and ]A[ = [B[ = r/2. Hence 
d(u)- d(w)= I ( a ) l -  I (b) l  ifu ~ S a n d w  ~ T, which implies n 1 = n 2 = n/2. Futher- 
more, d(u) = r = s + 3q + r/2 + n/2 and d(c) = r = 2n + 2q. Solving for n and r 
yields n = 2s + 4q and r = 4s + 10q. Hence H is a G-graph and G e f(H). [] 

We do not know a common generalization of J~ and Lm, nor can we strengthen 
Theorem 9 to characterize all Type 1 G-graphs with at least one of S, T indepen- 
dent. However, we have characterized all Type 1 G-graphs with large vertex/degree 
ratio. This yields a partial proof of Conjectures 1 and 2 for Type 1 G-graphs, since 
Jl and L,. have q = i. 

Theorem 11. I f  G is a Type I G-graph and is not an expansion of any Jz or Lm, then 
v/r < 29/14. 
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Proof. By Theorem 8, we m a y  assume ww' is an edge in T. N o w  S ~ a & w ~ w'force 
S c N ( w ) U N ( w ' ) .  With  Fig. 4 ( IAI--r /2  by Theorem 7.1), this yields d ( w ) +  
d(w') > ISI + 21S*1 + r + 4q. By Theorem 9, avoid ing  Lm requires an edge uu' from 
S to S U S ' .  If  u, u ' ~  S, then as above  we get d(u) + d(u') > ITI + 21T*I + r + 4q. 
Summing  these and  using Theorem 7 yields 4r > 7r/2 + 9q, meaning  v < (2 + 
1/18)r. I f u  e S and  u' e S', then l > 2, and  T*--~b & u *--~u' force T c N(u )UN(u ' ) .  
This t ime d(u) + d(u') > 2q + r + 2[T*I + ITI. N o w  the sum is 4r > 7r/2 + 7q, 
meaning  v < (2 + 1/14)r. [ ]  

8. Bounds  and Part ia l  Character iza t ion  for T y p e  3 G - G r a p h s  

F o r  Type  3 G-g raphs  with c-cri t ical  abc, we conduct  a s imilar  analysis. As ob ta ined  
in Section 6, we have mu tua l  par t i t ions  A a . . . . .  A k and B 1 . . . .  , Bk of {A ,B}  and  
S~ . . . . .  S~ and  7"1' . . . . .  T / o f  {S*, T*}. To have link edges for {A, C} and {B, C}, we 
mus t  have k > 2 (Lemma  7.4). The  result ing b lock  adjacency matr ix  replacing Fig. 4 
appears  in Fig. 5. 
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C2 = S~ 

',b) = s; 

.41 

Ak 
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nk 

hi 
:~) = Vi 
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Fig. 5. Block adjacency 
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matrix for Type 3 G-graphs 
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0 0 0 
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1 1 

0 ? 1 ? 
0 ? 1 9 
0 0 0 0 

0 
0 9 

1 
0 ? 1 -9- 

(a) ~- T* -~ C~ 
T~ . . .  T; 

The add i t iona l  flexibili ty resul t ing from k > 1 makes  Type  3 G-g raphs  consider-  
ab ly  ha rde r  to character ize.  In  add i t i on  to the ext ra  quest ion marks  in the matr ix ,  
it  is no longer  true tha t  S and  T mus t  be nonempty .  However ,  it  is easy to  
character ize  the Type  3 G-g raphs  with S = ~ (which happens  only if T = ~ also). 

T h e o r e m  12. I f  abc is a c-critical Type 3 triangle with S = ~ and the mutual 
partitions o f  {A, B} have k parts, then G is the q-fold expansion of  the 2k-regular 
4k + 1-vertex G-graph H k o f  Example 1. 
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Proof. With S = ~ ,  the requirements  of  regulari ty and the adjacencies recorded in 
Fig. 5 imply tha t  A k . . . . .  A ~ is the S*-par t i t ion of A and S[ . . . . .  S'~ is the A-par t i t ion 
of S*. Since h i l lS*  and ( b ) =  SxlIA, L e m m a  14 yields k = l, with A~IISj when 
i + j < k + 1 and A, ~ Sj when i + j > k + 1. By Theo rem 6.5, S = ~ if and only 
if T = ~.  Hence we similarly have Bk, . . . ,  B~ and T[, . . . ,  T~' as mutua l  part i t ions of 
B and T*, with k = l, B~ II T; when i + j < k + 1, and B~ ~ T / w h e n  i + j > k + 1. 

Under  the cyclic ordering S~ . . . . .  S~, A 1 . . . . .  Ak, ( c ) ,  Bk , . . . ,  B1, T; . . . . .  Tk' (see 
Fig. 3), G now has the same block adjacency matr ix  as Gk of Example  1. Regular i ty  
forces the blocks to be the same size; I ( c ) l  = q implies G = G~. [ ]  

When S and  T are nonempty ,  more  compl ica ted graphs  are possible. The  proofs 
and results here are ana logous  to but  more  compl ica ted  than  those in Section 7. I t  
is possible to combine  some of this with the results of  Section 7, but  we feel tha t  the 
exposition is much  dea r e r  when the simpler setting of Type  1 G-graphs  is consid- 
ered first. Fo r  Type  3 G-graphs ,  we have  not  shown that  r is even, and the results 
about  block sizes have an addi t ional  variable p = I A ~ ] = I nx I- In Example  8 we will 
see Type 3 G-graphs  with IAI r Inl, meaning  tha t  IAI = r/2 cannot  be proved.  Note  
also the absence of the conclusion that  S, T mus t  be nonempty .  

Theorem 13. I f  abc is a c-critical Type 3 triangle, then 
1. [aal = IBxl = p a n d l A I  + IBI =r .  A l s o l A I - - I T * l  + IT land[B[  = IS*l + ISI. 
2. [SI + I A I - p =  [ T * I - q =  IT'l + 1 a n d l r ]  + [ B I - p =  I S * l - q  = IS'l + 1. 
3. ISl + Ir l  = p - q and IS*l + I r*l  = (r -- p) + q. 
4. For u ~ S*, IN(u) N (S U T* U A - A1) I = I T*l - q. Similarly for  w ~ T*. 
5. For u ~ Sj, IN(u )N(SU A -- A1)l = ~{-II  T;il.  Similarly for  w e T/. 
6. S'II(SU A) iff l = 2 iff T ' I I (TU B). 
7. I f  S or T is nonempty, then S *-~(A - A1) and T *-*(B - B1) cannot both hold. 

Proof. (1-6): Same ne ighborhood  compar i sons  as for T h e o r e m  7. (7): By Theo rem 
6.5, we may  assume bo th  S and  T are n o n e m p t y  and  choose a ve r t ex in  each of S, 
T, A,, Bk. If  the claim is false, then every vertex has at least two neighbors  a m o n g  
these four (see Fig. 5), yielding the contradic t ion 4r > 2v. [ ]  

In light of Theorem 12, we m a y  assume that  S and  T are nonempty .  O u r  first 
such Type 3 G-graphs  can be viewed as ano ther  general izat ion of the ubiqui tous 
graph J of  Example  4. 

Example 7. In  Fig. 5, let 1 = 2; wedef ine  a g raph  M k for any  k > 2. Let  S and  T be 
independent  sets with mutua l  par t i t ions  $1 . . . . .  S k and T1 . . . . .  T k satisfying Tk II Sk,  

so that  S, ~ Tj when i + j < k and  S~ II T~ when i + j > k. Fo r  the remaining question 
marks  in Fig. 5, put  Ai ~ S~ and B~ ~ Tj if i + j > k + 1, and put  A, II Sj and B, II Tj if 
i + j < k + 1. To  define the set sizes, set ICll = IC2l = I(c)l  = 1, I (a) l  = I(b)l  = 
6k - 4, Ia~l = IBII = 6k - 1, and  ISkl -- ITkl = 2, and let the remaining 4(k - 1) 
unspecified sizes for S~, A~, T~, B, be 3. 

Mutua l  part i t ions avoid 2K 2 in the  subgraph  induced by two independent  sets. 
To verify L e m m a  15.3, suppose  u E S i, w ~ Tj, x ~ A s, y ~ Bt with u II w and x II y. Then  
i + j _ > k + l a n d s + t > k + l .  T h i s i m p l i e s i + s > k + l o r j + t > k + l ,  which 
means u~--, x or w~---, y, and 2K2 is avoided. Finally, summing  the set sizes for 
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neighbors  of  each block confirms that  M k is an 1 8 k -  8-regular G-g raph  with 
36k - 15 vertices. Setting k = 1 collapses M k to J (abc is no longer Type  3). 

There  is ano ther  family closely related to Mk, which we call M~. Again set l = 2, 
but  this t ime let the S, T-parti t ions be $1 . . . . .  Sk-2 and T~ . . . . .  Tk-2 with Tk-2 ][ Sk-2. 
Put  A i ~ Sj  and Bt ~ Tj if i + j > k, otherwise A i]l S i and B~ II ~ .  In part icular ,  note 
that  A2 IIS. This is made  to work  by setting Inkl = IC21 and IA~I = IC~l, all of  which 
equal  1 a long with I ( c ) l .  Also set I ( a ) l  = I ( b ) l  = IA~I = IBal -- 6k - 11, and let 
the remaining 4(k - 2) unspecified sizes for St, At, T~, B~ be 3. The resulting g raph  
M~ is an 18k - 32-regular G-g raph  with 36k - 63 vertices. When k = 2, S and T 
vanish and M~ degenerates to the graph  G z of Example  1, with vertex/degree rat io 
9/4. Fo r  k > 2, if we use the block ordering C2, S k - 2  . . . .  , $1 ,  ( b ) ,  A 1 . . . .  , A , ,  ( c ) ,  

Bk . . . .  , B 1, ( a ) ,  T 1 , . . . ,  Tk-z ,  C1, then the block adjacency matr ix  of M~ is the same 
as that  of Gk, except for addi t ional  "block"  adjacencies C z ~ S ~ Ca ~ T ~ C 2. 

[ ]  

N o t  surprisingly, these characterize the graphs  satisfying appropr ia te  condi-  
tions; the p roo f  is similar to that  of  Theo rem 8. When  compar ing  neighborhoods ,  
we henceforth adop t  the stereotypic "U vs. W" in place of " N ( U )  vs. N(W)".  

Theorem 14. I f  abc is a c-cri t ical  Type  3 triangle, S, T are independent sets,  and 

S' ]] (S U A) (or T '  [[ ( T U  B)), then G is the q-fold expansion o f  M k or M~, f o r  some 
k > 2 .  

Proof .  By Theo rem 13.6, S ' [ I ( S U A )  and 1 = 2 and T ' ] ] (TUB) .  Let $1, . . . ,  Sh and 
T 1 . . . .  , Th be the mutua l  part i t ions of S, T; note that  Sh ]] T and T h if S (Theorem 6.5). 
We need only determine the S, A and T, B adjacencies. This implies that  S~ . . . .  , S~ 
is the A-par t i t ion  of S and Th . . . . .  TI is the B-part i t ion of T. The A, B adjacencies 
force Ak . . . . .  A 2 to be the S-par t i t ion o f A  - A1 and Bk . . . . .  BE to be the T-part i t ion 
o f B - B  1 . W e h a v e A  k ~ S or  S1]] A,  and B k ~ T or T x ] [ A . N o t e t h a t  Ak vs. Bk 
implies A k ~ S if and only if Bk ~ T. Also, A2 [J S if [ Bk[ = [ C2 [ = q, in which case the 
S-part i t ion of A is A k . . . .  , A3,  (Az  UA1). Since this reduces h, we have ]BR[ = q if 
and  only if [Akl = q. Hence  the comple t ion  of  the block adjacency matrix depends 
on whether  A k ~ S and on whether  J Bk[ = q. If e of  these two things happens,  then 
h = k - e .  

If  h = k, then we have the block adjacency matr ix  of M k. Now Tk_ i vs. Tk_i_ 1 
and A i vs. Ai+ 1 successively yield ]SI[ = IN2[ = [S2l . . . . .  IBkl = ISkl + q, and ( a )  
vs. T 1 yields lad  = 2q. We similarly obta in  the corresponding sizes for { T/, A i}. Also, 
C 2 vs. ( b )  yields [ ( a ) [  = (6k - 4)q, and similarly I(b)t = (6k - 4)q. N o w  A k vs. ( c )  
y ie lds  1811 = I ( b ) l  + ISal = (6k - 1)q, and similarly [All = (6k - 1)q. Hence G is 
the q-fold expansion of M k. 

If h = k - 2, then A k ~ S and Inkl = q, and we have the block adjacency matr ix  
of M~. N o w  Ai vs. Ai+ 1 and Tk-2- i  vs. T,_3_ i successively yield In21 = ISll = [B31 = 
1521 . . . .  = Ink-11 = I Sk-21 --  I nkl + 2q = 3q, and  similarly for sizes in T, A because 
we also have I&l  = q- Next  C 2 vs. ( b )  yields I ( a ) l  = (6k - l l )q ,  and similarly 
I (b ) l  = ( 6 k -  l l )q.  Finally Ak vS. ( c )  yields Inxl = I (b) l ,  and similarly [All = 
I ( a )  I. Hence G is the q-fold expansion of M~. 

I f h  = k - 1, we have two cases to consider. First suppose Ak.--~S and IBkl > q. 
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Now Tk_i_ 1 VS. Tk_ i yields ISil = IBi+ll for i = 1, . . . ,  k - 2, and B1 vs. T 1 yields 
I&-xl  = Inkl + 2q. Hence  ISI = IBI - p + 2q, which implies IS*l = p - 2q (Theo- 
rem 13.1). However ,  A k vs. (c> implies I<b>l = p and hence IS*l = q + p. 

Finally, suppose $111a (and T1 liB) but  In~l = Ihkl = q. N o w  (a> vs. T1 yields 
I & - l l  = ICll  + IC21 = 2q. Also, Ai vs. Ai+ 1 and Tk-l- i  vs. Tk-2-i successively yield 
In2l -- 1811 = IBsl = 1821 . . . .  = Ink- l l  = ISk-2l = Inkl = q. Hence ISl = kq and 
IB[ = p + (k - 1)q. Fur thermore ,  Ak vs. ( c )  implies 1811 + I (b ) l  = p, or I (b ) l  = 
p - q. This implies IS*l = p, which contradicts  Theo rem 13.1. [ ]  

Next  we allow T to have edges but  keep S independent .  The examples  that  
result are our  first c-critical G-g raphs  with IAI ~ IBI. 

Example 8. In the structure of  the adjacency matr ix  in Fig. 5, let l = 2 and k = 2. 
For  the remaining quest ion marks ,  put  S ]1 A2 but  T~-~ B 2. Let S and T each consist 
of m blocks of vertices with identical ne ighborhoods ,  such that  S is independent  and 
T/II(SIU T/), but  TH,---~.(SiU Ti) if j r i. To  complete  specification of the resulting 
g r a p h  P.,, p u t  I ( c ) [  = In21 = ICll  = IC21 = 1, IT~I = 2, I&l = I ( b ) l  = Ih21 = 
2m + 1, and Ih l l  = IBll = I ( a ) [  = 2m 2 -I- 2m + 1. By L e m m a  15.3, P,, is 2K2-free, 
and counting the ne ighborhoods  in each class shows that  it is 4m 2 + 8m + 4- 
regular with 8m 2 -I- 16m + 9 vertices. Setting m = 0 collapses this to the g raph  G 2 
of Example  1. [ ]  

The p roof  of  the cor responding  character izat ion is similar to that  of Theo rem 9. 

Theorem 15. I f  abc is a c-critical Type 3 triangle with (S U S')II (S U A)), then G is the 
q-fold expansion of  Pro, for some m >_ 1. 

Proof. In the s tructure of  Fig. 5, we have l = 2 and T '  II(TU B) (Theorem 13.6). By 
Lemma  15.3, S II A implies T ~ (B - B~). N o w  B -- B~ has constant  ne ighborhood  
outside A, forcing k = 2. N o w  consider the subgraph  induced by S U T. Since 
N(w) fl (B U T*) = B 2 U CI for all w E T, the degree of w in S U T is constant.  By 
Lemma  16, we can par t i t ioned S and  T into equivalence classes $1 . . . .  , S,, and 
T 1 . . . . .  T,, such that  N(Si) fl T = T / =  -N(Ti) fl T. 

Hence G has the block adjacency matr ix  of  P~, and it remains  to determine the 
set sizes. With  SII(SUS'UA), T h e o r e m  6.5 says IT~I = 2q. N o w  A1 vs. A 2 yields 
IB21 = IC21 = q and B 1 vs. B 2 yields IA21 --- levi + I TI = (2m + 1)q. Also ( a )  vs. C1 
yields I ( b ) l  = IB21 + ITI -- (2m + 1)q and C 1 vs. T/yields ISil = I ( b ) l .  ( b )  vs. C 2 
yields I ( a ) [  = ISI + Ia21 = (2m 2 +. 3m + 1)q. Finally, Theo rem 13.1 yields IAl l  = 
IBal = (2m 2 + 3m + 1)q and  r = (4m 2 + 8m + 4)q. This expresses G as the q-fold 
expansion of P,,. , [ ]  

We do not  have a c o m m o n  general izat ion of Mk and P,, nor  a way to el iminate 
the extra independence hypotheses  in these theorems.  Nevertheless,  we can prove  
there are no Type  3 G-graphs  with v/r > 33/16 besides Gk. The next theorem 
completes our  part ial  p roof  of  Conjectures  1 and 2 for Type  3 G-graphs .  Al though 
it is eas)r to show v/r <_ 37/18 when S, T e a c h  has an edge (count the ne ighborhoods  
of the four end-points  and use L e m m a  15.2 and Theo rem 13), handl ing the cases 
where S or T is independent  requires a more  subtle a rgument  that  also covers the 
non-independent  case. 
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Theorem 16. I f  abc is a c-crit ical Type  3 triangle f o r  which S or T is nonempty ,  then 

v < 33/16r, with  equali ty  only f o r  P~. 

Proof .  We take a weighted sum of eleven vertex neighborhoods. By Theorem 13.7 
and symmetry, we may assume there exist u �9 S and x �9 (A - As) with ul[x. Theo- 
rem 6.5 guarantees a w �9 Twi th  ul]w, and then w,--~Bk (Lemma 15.3). Use u, w, and 
one vertex from each of C2, ( b ) ,  A s, A s, ( c ) ,  Bk, B 1, ( a ) ,  C~ and weight their 
neighborhoods as indicated in Table 1. By Lemma 15.3, each vertex of T is adjacent 
to u or Bk. Now every vertex is counted at least 16 times in the 33 neighborhoods, 
so 33r _> 16v. 

Table 1. Neighborhood counting for Type 3 G-graphs 

Nbhd weight 

Vert locat 

S 

C2 
S '  
(b) 

A1 
A - A  1 

{c) 

Bk 

B - B s - B  k 
B1 
(a}  

T' 
C1 

T 

1 

0 
0 
0 

0 
1 

1 

1 

1 
1 

0 
0 
0 

0 

0 
0 
0 

0 
0 

3 

3 
3 
3 

3 
3 
0 

0 0 

0 3 
0 ? 
0 0 

0 0 
0 0 

0 0 

6 0 
6 3 
6 3 

6 3 
6 3 
6 3 

1 

1 

1 
1 

1 
0 

0 

0 0 
0 0 
0 0 

0 0 
9 9. 

1 0 

6 6 

6 0 
6 6 
6 6 

6 6 
6 6 

0 6 

0 
0 
0 

0 
0 
0 

1 

0 
0 
0 

1 
1 

1 

1 
1 

0 

0 
0 
0 

2 
w ~ T  

? 

2 
2 
2 

2 
2 

2 

2 
9 

0 

0 
9 

2 
9 

The bound 33/16 is achieved by P1- If we require equality, each vertex must be 
counted exactly 16 times. Hence B - BI - B k = N and k = 2. To avoid exceeding 
16 in other neighborhood counts, we have T,--~Bk, and all remaining question 
marks must be 0. This yields S'I[(StOA), so l =  2 (Theorem 13.6). Finally, the 
weights must be proport ional  to the sizes of the corresponding sets, and we have 
the expansion of Ps. []  

9. Bounds and Partial Characterization for Type 2 G-Graphs 

For  the remainder of the paper, we consider G-graphs with a c-critical Type 2 
triangle abc; Theorem 4 implies that {A, B} is linked. We may assume that {A, C} 
is the unique non-linked pair, and that the mutual partitions of {A, B} have k parts 
A 1 . . . . .  A k and B 1 . . . . .  Bk, with AI~--,Bj i f i  + j < k + 1 and Ai[[B j i f i  + j > k + 1. 
The Type 2 G-graphs H m of Example 3 have {A, B} totally linked and hence k = 1 
for each c-critical triangle. We have only one example of a Type 2 G-graph with 
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k = 2 (and its expansions). It  has o ther  critical triangles, some of which are Type  2 
with k = 1, and others of  which are Type  1 and show the graph  i somorphic  to our  
old friend J of  Example  4! We have no examples  of  Type  2 G-graphs  with k > 2. 
As we shall see, the Type  2 G-graphs  with large vertex/degree ratio must  have 

21 k = 1; we will describe all Type  2 G-g raphs  with v/r > ~o. 
We drop  our  previous usage of S, S', T, T '  a n d  introduce a new parti t ion.  

Let S' = ACfqN(B1) ,  S = A C  - S', T '  = B C f q N ( A 1 ) ,  T = B C  - T', R'  = A B C N  
N(B1), and R = A B C  - R'. Also let A' = A -- A 1 and B' = B -- B 1 . These defini- 
tions hold for the remainder  of  the paper.  

L e m m a  17 contains  counterpar t s  of  earlier results for Type  l and Type  3 graphs.  
For  example,  L e m m a  17.1 says that  C1 = ~ and C 2 = C in the xy-par t i t ion  of C; 
hence we no longer discuss the xy-part i t ion.  We also no longer have A C  ~ B and 
BC ~-~ A, but  we can say someth ing  abou t  which edges are present  or  missing. 

L e m m a  17. I f  abc is a c-critical Type 2 triangle in G, then 

1. A 1 ]l C and B ~ C ~ A'  (in particular, A[I C i f  and only i fk  = 1). 
2. (R'U S')~--~(CU A) and T '  ~--~ B 
3. S' ~--~ B' and T '  ,~-~ A'. 

4. ( R U S U  T')IIA1 a n d ( R ' U S ' U  T)[[B 1. 
5. (RUS)~--~ B and T~--~ A. 
6. S' and T'  U C are independent sets o f  size at least q. 

7. (R'US')~--~ T'. 

Proof. (1): I fA  has no vertex independent  of  C, then z [1A for some z e C, since {A, C} 
is non-linked. This imples A ~ B ( L e m m a  6), so any  A, B-edge is a link edge. Since 
{B, C} is also linked by some yz,  any edge between A and C forms a triangle with 
y, contradict ing L e m m a  7.4. Hence  we m a y  assume A has a vertex independent  of  
C, and then B~--, C ( L e m m a  6). N o w  any A1, C-edge violates L e m m a  7.4. Finally, 
A' ~--~ a & Bk +--~ C force A' ~--~ C. 

(2): Three appl icat ions of  L e m m a  7.1. (3): By S'~--~ A k & b ~ B'; similarly for 
T '  ~ A', (4): By L e m m a  7.4, since every vertex of R U S U T '  has a ne ighbor  in B 1; 
similarly for R'  U S' U T and A 1. (5): By (R U S) ~ c & A 1 ~ B; similarly for T ~ A. 
(6): By Remark  1, since now lq(by) = S' for any  y �9 B1 and N(ax)  = T'  U C for any 
x ~ A1. (7): By (R 'US ' )e -~a  & B1 ~ T'. [] 

L e m m a  17 makes  no c o m m e n t  on adjacencies for AB. Here we can obta in  
( c )  = A B  U c as in Theo rem 6.2 i fk  = 1. Even when k > 1, we know of no counter-  
example to this conclusion. 

L e m m a  18. I f  abc is a c-critical Type 2 triangle, then A B  - ( c )  is the disjoint union 

o f  sets A B  1 and A B  2 such that A 1 ~ AB1 II B1 and A 1 l[ AB2 ~ B1. I f  k = 1, these sets 
are empty, i.e. ( c )  = A B U c  and [CI = 2q + [ABC[. 

Proof. Choose  x ~ A 1 ,  y ~ B I ,  u � 9  If  u~--~x, then ullB1 ( L e m m a  7.4). N o w  
u ~ A 1 ,  since ( c )  = N ( x ' y )  for all x ' � 9  A1 (Theorem 4.2). Similarly A1 [ l u s H 1  if 
u+-~ y. I f  u]lx, y, then u �9 )~(xy) = ( c ) .  I f k  = 1 and u ~ A B  I, then u~--r A. Since also 
u ~ x forces N(c) ~ N(x )  U N(u), and  since x ~ B, we conclude that  uax is a domi-  
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nating triangle and N(alux) ~_ (AB U c) -- u, which contradicts the criticality of abc. 
The symmetric argument yields a contradiction when u E AB2. Theorem 4.2 and 
Lemma 5.1 yield I C I. []  

These adjacency statements enable us to characterize large Type 2 G-graphs 
with k > 1. 

21 and k > 1, then G is Theorem 17. I f  abc is a c-critical Type 2 triangle in G, v/r > 3~, 
the q-fold expansion of  the graph J of  Example 4. 

Proof. Choose a, b, c and one vertex each from A 1 , A 2, Ba, B2, C, S', where sets are 
denoted as in Lemma 17. Counting the neighborhoods of these vertices with 
weights as indicated in Table 2 yields a total count  as indicated there, where we 
have included AB~--~C (Lemma 8) and the results of Lemmas 17 and 18. By 
T,---,b&S'~--*AUC, we have w~--~S' or w~--~AUC for any w e  T. Hence every 

21 If equality holds, then every vertex vertex is counted at least 10 times, and v < r~r. 
must be counted exactly 10 times, so ABC = AB -- (c} = T' = ~, T~--*S', and all 
other question marks become 0. Because the vertices were chosen arbitrarily from 
the specified sets, setting a question mark to 0 forces complete independence. We 
can now restrict our attention to the block adjacency matrix on (a}, (b) ,  (c) ,  A1, 
A2, B1, B2, C, $1. To achieve v/r > ~o and regularity, the sizes of these sets must be 
in proportion to the weights in Table 2, because the vertices of any set whose size 
is less than v/21 times its weight will have more than 10v/21 neighbors. With 
I(c)l = q, this yields a 10q-regular graph with 21q vertices. To transform this 
description into the q-fold expansion of J, relabel the sets listed above as T, A, Ca, 
(b) ,  C 2, B, (a) ,  S, (c) ,  respectively, in the notation for J in Example 4. []  

Table 2. Neighborhood counting for Type 2 G-graphs with k > 1 

Nbhdweight 

Vert locat 

Ct 

b 
(c) 
A1 
A'  
B1 
B' 
C 

S' 
S 

T' 
T 

AB~ 
AB2 

R' 
R 

2 5 1  2 1 5 2  2 1  
a b c A~ A2 B1 B2 C S' Total 
0 5 1  2 1 0 0  0 1  10 
2 0 1  0 0 5 2  0 0 1 0  
2 5 0  0 0 0 0  2 1  10 
2 0 0  0 0 5 2  0 1  10 
2 0 0  0 0 5 ?  2 1  10 
0 5 0  2 1 0 0  2 0  10 
0 5 0  2 ? 0 0  2 1  10 
0 0 1  0 1 5 2  0 1  10 
2 0 1  2 1 0 2  2 0  10 
2 0 1  0 ? 5 2  ? ?  10 
0 5 1  0 1 5 2  0 1  15 
0 5 1  2 1 0 ?  ? ?  9 
2 5 0  2 ? ? ?  2 ?  11 
2 5 0  ? 7 5 ?  2 ?  14 
2 5 1  2 1 0 ?  2 ?  13 
2 5 1  0 ? 5 2  ? ?  15 
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In light of the somewha t  unexpected appearance  of J in Theo rem 17, let us 
consider other al ternate in terpreta t ions  of  J. In turns out  that  J has m a n y  critical 
triangles. In describing the cor responding  structure, it is convenient  to in t roduce 
S" = S -  (b )  and T" = T -  (a) .  

Example 9. Given the descript ion of J as in T h e o r e m  17, choose u �9 S' and  x �9 A 1. 
We have u ~ C U B', x ~ B, and N(b) c N(u)U N(x). Hence  aux is a domina t ing  
triangle. If  x *--}BC, then it is a critical triangle, with N(ulax) = C. We also have 
N(alux) = S2Dhf(u) and N(xlau) = B 1 U N(bclu). Then BC +-~ x&u*--}C force 
N(bclu),--~ C. By Theo rem 4, {N(alux),N(xlau)} is also linked, so this is ano ther  
Type 2 triangle. However ,  k = 1 for this u-critical triangle aux. This relabeling 
corresponds to the fourth row in Table  3. Each row of Table  3 designates triangles 
obtained by taking a vertex of each of the three sets in the first column,  the third 
set being the critical one. The  entries in the inter ior  of  the table are the set names  
under the al ternate description. 

Set size 
Set n a m e  

Tr iangle  

(a>(b)(c) 

CB 1 A 2 
B2A IS' 
(a>A1S' 
CB2S' 

A2(a)S' 
<c>CS' 

Table 3. Alternate interpretations of J 

2 5 1 2 1 5 
(a> (b) <c> A 1 A 2 B 1 

New name of set 

2 2 1 
B 2 C S '  

(a> (b> (c) A 1 A 2 B 1 B 2 C S '  
C B 1 A 2 B 2 (c) (b> A 1 (a> S '  

BC A C (b> C B <a> AC (c} 
(a) A S '  (b) S"  B T"  C (c} 
C B S"  T" S '  A (b) (a> (c> 

(b) B T '  T" (a) A C S '  <c) 
S '  A (a> C T '  B T" (b} (c) 

t l  :2Type 2, k = 2, description in Theorem 17 
T Type 1, graph J of Example 4! 
t§ 2, k = 1, Lemma 20, Theorem 18 

Type 2, k = 1, Lemma 19 

Notes 
t l  
t l  
t2 
t3 
t3 
t4 
t4 

In the remainder  of  this paper ,  we s tudy Type  2 G-g raphs  with A 11 C; these 
are precisely those with k = 1 ( L e m m a  17.1) and  include all those with v/r > ~o 
(Theorem 17). The  sketch in F ig . . 6  applies  for the remainder  of  the paper;  
known non-adjacencies are not  indicated, and  for clarity the forced edges 
ABC+-~ {(a} ,  <b>, <c>} and R'+-~ T '  are also omit ted.  

For  easy reference, we collect the current  informat ion  for Type  2 triangles with 
k = 1 in the block adjacency matr ix  of  Fig. 7. Ques t ion  marks  denote  unknown  
submatrices. If these are not  constant ,  then these sets may  break  into smaller  
equivalence classes, but  a l ready every equivalence class is confined to one of these 
sets. 

For  the Type  2 graphs  with k = 1, we consider  two cases: T '  ~ Z~ and T '  = ~ .  
21 vertices, with equali ty only In each case, we find that  such a g raph  has at mos t  r6r  

for expansions of J. The  main  techniques are compar i son  of rows in Fig. 7 and 
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Fig. 6. Canonical sets for Type 2 c-critical abc with A [I C 

(a) 
(b) 
(c) 
A 
B 
C 

S ~r 

S'  
T H 

T' 
R 
R'  

(a} (b) (c) 
0 1 1  1 0 0  
1 0 1  0 1 0  
1 1 0  0 0 1  

1 0 0  0 1 0  
0 1 0  1 0 1  
0 0 1  0 1 0  
1 0 1  0 1 ?  
1 0 1  1 0 1  
0 1 1  1 0 ?  
0 1 1  0 1 0  
1 1 1  
1 1 1  

A C - ( b }  B C - ( a )  
S " S ' T "  T'  

1 1 0 0  
0 0 1 1  
1 1 1 1  
0 1 1 0  
1 0 0 1  
? 1 ? 0  
9 9 9 9  

? 0 ? 1  
9 9 9 9  

9 1 ? 0  
? ? ? ?  
? ? ? 1  

ABC 
R R '  

1 1  
1 1  
1 1  

0 1  
1 0  
? 1 
? ?  
? ? 
? ? 

? 1 
? ?  
? ? 

Fig. 7. Block adjacency matrix for Type 2 G-graphs with A 1] C 

Remark  1. Since ICI = 2q + IABCI, any pair  of  vertices in a triangle has at least 
2q + IABCI c o m m o n  non-neighbors  (by c-criticality), and the number  of  c o m m o n  
non-neighbors  is exactly q more  than the number  of  c o m m o n  neighbors (Remark 
1). When  T" and ( a )  are used together, we may  use the alternate expression TLJ a; 
similarly for S" U ( b )  = S LJ b. We say that  {B, C} generates a triangle if some edge 
between B and C belongs to a triangle. 

L e m m a  19. I f  abc is a c-critical Type 2 triangle with A [[ C and T'  v ~ ~ ,  then 

1, IRI + IT'l = I S ' l -  q >_ q + IABCI, also I T U a l  _> 2q + IABCI and [SUa[ > 
q + Ig'[. 

21 2. I f  {B, C} generates a triangle, then v < l~r. 
3. I f  {B, C} generates no triangle, then R U S" [] C ~ T" ~-~ S" and S' ~ R. 
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4. I f  v/r > 29/14 and S" ,-* T", then [R'[ < q and S" is an independent set. 
21 then G is the q-fold expansion of  J. 5. I f  v/r > vo, 

Proof. (1): If  y e B and w e T',  then byw is a triangle. F r o m  Figure 7, we have 
Iq(by) = S' and N(by) = R U T', also N(wy)  ~ T U a and N(wy)  ~_ R U S U b. 

(2): Suppose y ~ B and z E C form a triangle with w; note  that  w e N(yz)  ~_ 
RUS".  We have fN(yz)NS"[  > q + IR'I. By (1) we m a y  select some u e S ' ;  now 
u ~ z forces N(b) ~_ N(u) U N(z), which implies N(uz)  _ S" U <b>. Since uzc is a 
triangle, we have [/V(uz) N (S U b)[ > 2q + [R[ + [R'[. Since N(yz)  and N(uz) are dis- 
joint, together we have [SUbl  > 3q + IRI + 2[R'I. N o w  r = d(c) > 10q + 41RI + 
6[R']. This implies v < ~ r ,  with equali ty only if A B C  = ~ and r = 10q. In part icu-  
lar, R = ~ and w e S". Equal i ty  also requires [ T'I = q, [ C[ = I S'l - [ T U a l = 2q, 
and [SUb[ = 3q, which yield [Bp = 6 q  ( L e m m a  5.1). Since d(yz) > q, we conclude 
that z has q, 6q, q, 2q, neighbors  in <c>, B, S", S', respectively, which implies z IIT". 
Now w ~ z & b ~ BC force w ~ BC, yielding the contradic t ion N (b) ~_ N (w) - z. 

(3): If {B, C} generates no triangle, then C [I (R U S"). Also N(yz)  = <a> for any 
y e B and z e C (Theorem 3), and hence T"+-* C. N o w  S " ~  a & C ~ T" force 
S" ~ T", and R ~ b & C ~ S' force R ~ S'. 

(4): F rom (1), r = d(c) > 8q + 4[R[ + 6]R'[. If  v/r >_ 29/14, this implies [R'[ < 
q. If uu' is an edge in S", then (N(b )UN(A) )~_  N(u )UN(u ' ) ,  which yields 
S'U T ' U A B C  c N(u )UN(u ' ) .  If  we count  N(u), N(u') ,  and  twice N(B)  (using 
S " ~ T " ) ,  we ob ta in  4r > 2v + 2 - [ S ' I  + IT'[ + ]R[ - [ R ' I  = 2v + 2 -  q - [ R ' [ ,  
contradict ing [ R'I < q. 

21 (5): If v/r > T6, then the hypotheses  of  (3) and  (4) hold,  so S" is independent .  If  
u ~ S", then u II s '  implies  N(u) ~ N(b). Hence  L e m m a  2 implies  there exists w ~ S' 
with w ~ S" (this also holds  vacuous ly  if S" is empty).  W e  again  count  vertex 
neighborhoods,  using this vertex w ~ S' and  one vertex each from (a> ,  (b>,  <c}, A, 
B, C, T", T', weighted as ind ica ted  in the co lumns  of  Table  4. The  count  for vertices 
in each set appears  in the rows. The  21 vertex n e i g h b o r h o o d s  count  each vertex at  

zl If  equa l i ty  holds,  then each vertex mus t  be coun ted  least 10 times. Hence  v/r < ~-. 
exactly 10 times, which implies  tha t  S" = R = R '  = ~ and  each ques t ion  m a r k  in 

Table 4. Neighborhood counting for some Type 2 G-graphs with k = 1 

Neighbd weight 

Vertex location --~ 

{a) 

(b) 
(c) 
A 
B 
C 

S '  
T "  
T' 

S t' 
R 

R '  

l 2 1 5 5 2 2 2 1 
<a} <bi <c) A B C w E S ' T "  T'  Total 

0 2 1 ~ 5 0 0 2 0 0 10 
1 0 1 0 5 0 0 2 1 10 
1 2 0 0 0 2 2 2 1 10 
1 0 0 0 5 0 2 2 0 10 
0 2 0 5 0 2 0 0 1 10 
0 0 1 0 5 0 2 2 0 10 
1 0 1 5 0 2 0 ? 1 10 
0 2 1 5 0 2 ? 0 ? 10 
0 2 1 0 5 0 2 ? 0 10 
1 0 1 0 5 0 2 2 ? 11 
1 2 1 0 5 0 2 ? ? 11 
1 2 1 5 0 2 ? ? 1 12 
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the other  rows mus t  become 0. Since S" = ~ ,  we can now let w denote  an arbi t rary  
vertex of S'. The block adjacency matr ix  is now that  of J ,  as described in the last 
two lines of  Table  3. We obta in  the q-fold expansion of J by letting the size of  each 
set be q times its weight. Fur thermore ,  this is the only way to achieve v/r >_ ~o and 
regularity, because the vertices of any set whose size is less than  v/21 t imes its weight 
will have more  than  10v/21 neighbors.  [ ]  

The  remaining case is k = 1 and T '  = ~ .  The adjacency informat ion known at 
this point  appears  in Fig. 7. 

L e m m a  20. I f  abc is a c-critical Type 2 triangle with A [1C and T' = ;g, then 
1. R = ~ and {(b ) ,B}  generates no triangle. 
2. S' is an equivalence class of  size q. 
3. I f  S' ~-~ S", then S' ~--~(T"U R'OS").  
4. IfS'*--~S"[[C, then [ (a) l  = q, [A[ = [(b)[ = [C[ + IT"I, and [B] = 2[C[ + IT"I + 
IS"l. 

Proof. (1): If  T' = N, then N(by) = R for all y e B. If R r ~ ,  then ]R] = []V(by)[ - 
q >__ Icl  - q = q + I A B C l  > IRI. 

(2): Fol lows f rom (1), N(by) = S', and Theo rem 3. 
(3): By (2), we can pick u ~ S', x ~ A arbitrarily.  Then  axu is u-critical, since 

T '  = ~ implies N(ax) = C and u ~ C. Let  concatenat ions  of  A', X ,  U denote the 
sets in the vertex par t i t ion induced by axu as a domina t ing  triangle, just  as concate-  
nat ions  of  A, B, C are used for the par t i t ion induced by abc. We have U -- C, A' = 
(b )  U (S" N iV(u)), X = B U (T" N N(u)), A ' X  = S' U (R' N N(u)) - u, X U  = (a )  U 
( T " N X ( u ) ) - -  a, A 'U = ( c ) U ( S " N N ( u ) ) ,  and A ' X U  = (R'NN(u)).  Since b][C, 
{A' ,U} is not  linked. However ,  b,-~(BU T") and B*--~((b)US"), so {A' ,X}  is 
linked. Also C *--* u & b ~ (T" n/V(u)) force C *-* (T" fl/V(u)), so {X, U} is linked. 
Therefore,  axu is a Type  2 u-critical tr iangle with {A', U} non-l inked (i.e., a has the 
same role as before). By u ~ S", we have A' [] U and the value of "k"  for axu is 1. 
(Note: this is also implied by Theo rem 17 if we assume v/r > 2~ and G # Y.) This 
means  that,  in addi t ion to A ' X  = (u )  ( L e m m a  18), bo th  A' and X are equivalence 
classes (as are A and B in Fig. 7). Hence  there are none  of the second type of vertex 
in the descript ion of A', X,  A ' X  and we have u ~ (T"U R ' U  S"). 

(4): If  S" ]] C, then {B, C} generates no triangle. As in L e m m a  19.3, Theorem 3 
implies N(yz)  = ( a )  with size q, and hence T" ~--~ C. We obtain  ]A[ f rom ( a )  vs. ( c ) ,  
](b)l  f rom B vs. S', and  ]B[ f rom (3) and  b vs. S'. [ ]  

This s tructural  informat ion  enables us to characterize a class of Type  2 G-  
graphs.  Al though these seem like m a n y  assumpt ions ,  we shall see that  they all hold 
when v/r >_ ~o and G ~ J. 

Theorem 18. Suppose abc is a c-critical Type 2 triangle with A ILC, T ' =  ~ ,  
S' ~ S" 11 C, T" = ~ ,  and S" independent. Then G is the q-fold expansion of  the graph 
Hm of example 3, for some m > 2. 

Proof. All the conclusions of  L e m m a  20 hold. No te  that  the relabeling of d in 
Example  9 that  has T' = ~ is forbidden by S" II C. In  Fig. 8 we collect the current  
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Size q t q t 2 t + l S " l  t IS"I  q 
Class (a ) (b ) ( c )  A B C S"  S '  

(a) 0 1 1  1 0 0  1 1  
(b) 1 0 l  0 1 0  0 0  
(c) 1 1 0  O O 1  1 1  
A 1 0 0  O l O  0 1  
B 0 1 0  1 0 1  t O  
C 0 0 1  0 1 0  0 1  

S"  1 0 1  0 1 0  0 1  
S '  1 0 1  1 0 1  1 0  
R '  1 1 1  1 0 1  ? l  

Fig. 8. Block adjacency matrix for certain Type 2 G-graphs 

status of our  block adjacency matr ix,  together  with the known  set sizes, using 
t = ]C[ = 2q + ]R'[. 

The only unknown  adjacencies are in S"U R'. Since S " ~  B ]] R', we can apply 
L e m m a  16 to S" and R'. We obta in  par t i t ions  of  S" and  R'  into equivalence classes 
$1 . . . . .  Sh and R1 . . . . .  Rn such that  -~, (Si) ffl R '  = R~ = N (R~) N R'. Fur the rmore ,  the 
equivalence classes in S" and in R '  have the same size. 

If h = 0, then S" = R'  = ;2 and  t = 2q, and G is 6q-regular on 13q vertices. As 
a degenerate instance of the encoding described below, we can express G as H 2. 
Hence assume h > 0. N o w  uy for y e B, u e S~ is an edge not  on a triangle, so 
q = ]2V(uy)] = ]Ri] (Theorem 3). Any vertex outside R'  now has 3t + [S"] neighbors,  
and w E RI has 4t + IS"] - ]S/] neighbors,  so [Si[ = t. We also have t - 2q = [R'] = 
hq, so t = (h + 2)q and IS"l = t(t - 2). N o w  G is the q-fold expansion of a g raph  
that  is i somorphic  to H t by setting Q1 = (b},  Q2 = B, Q3 - u1 - U2 = S", Q4 = S', 
Ul = a, u2 = c, Q 5 -  U l -  u2 = R', cor responding  to the c-critical tr iangle pre- 
sented in Example  3. [ ]  

Finally, we conclude that  we have found all the large G-graphs .  

21 then G is one o f  H2, J,  or Gk for  Theorem 19. I f  G is a G-graph with v/r >_ r~, 
l _ < k _ < 5 .  

Proof. By L e m m a  21.5 and  Theorems  11, 12, 16, 17, 18, it remains  only to prove  
that if G ~ J and G has a Type  2 c-critical tr iangle abc with T'  = ;2, A [[ C, and 

~1 then G satisfies the hypotheses  of Theo rem 18. We noted in the p roo f  of v/r ~_ ~ ,  
Lemma 20.3 that  Theo rem 17 implies S' ~ S" when we assume v/r >_ ~o and G ~ J. 
If S" II C fails, then {B, C} generates a domina t ing  triangle uyz  with u e S", y ~ B, 
z e C (Lemma 4). The  sets N ( y z )  _ T" U ( a}  and N(uy )  ~_ T"  U R'  are disjoint and 
together have at least 4q + 21R'I vertices (Theorem 4.3). By L e m m a  5.1, IAI -> 
5q + 2IR'I. By L e m m a  20.3, any  vertex of S' has at least 12q + 51R'[ neighbors,  

25 which requires v __ ~ r .  
If uu' is an edge in S", then N(uu ' )  ~_ ( a }  O (c}  U B U S' and N ( u u ' )  ~_ (b}  U 

A U C U S". Substi tut ing in the k n o w n  set sizes f rom L e m m a  20.4 and applying 
Remark  1 yields 6q + 31R'I + 2 1 T " I I S " I -  4q + IBI -- 8q + 21R'I + IT"[ + IS"I. 



Large Regular Graphs with No Induced 2K 2 197 

The resulting JR'[ + IT"I ~ 2q yields r = d(b) > 10q + [R'I + IS'l, which requires 
21 Hence S" is independent.  v/r ~ 10. 

Finally, suppose there exists w E T". If  w ~ S" (including S" = ~), then N ( y )  ~_ 

N(w)  - c for any y ~ B. Hence there exists u ~ S" with u II w. N o w  w E N(uy)  = 
N(u) N (T" U R') is an equivalence class of  size q, since uy belongs to no triangle. 
Hence [ r " l>_q .  F r o m  c vs. w we have I A I = I ( S " U T " U R ' ) - - N ( w ) [ .  Since 
I AI = 2q + I R'I + l r " l  (Lemma 20.4), we have I s"l _> 2q, with equality only if 
w II s" u T" U R'. Collecting the contr ibut ions to d(c) from Lemma 20.4, we have 

21 Equali ty requires R' r > 6q + IS"l + 2J r " ]  + 3[R'I > 10q, i.e. v/r < r6. = ~ and 
w II S", but  then a ~ S" & T" ~ C force a ~ C, which is a contradiction. [ ]  
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